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1 What Do You Learn from This Note
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Example: Define & = ( 2 ) Y= ( 0 ) , 2= ( 8 ) . Please verify:
3 6 -9

(1) &+ =7+
@)@+ +7=2+ ¥+ 2);
(3) 0+ = 1

(4) 2(Z + 7)) = 27 + 27,

(5) (34 5)% = 3% + 5T

(6) 3-(5Z) = (3 x 5)T;

(M 1-Z=17.

Question: The above an be valid for each two vectors. So what is the formal
concept for combination of set of vectors and its operations? Can it be
generalized? That is the vector space ([a] & “% [A])we are going to present.
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Basic Concept: Vector Space([a] 5 [H]), Subspace(F-“F[H), null space(%
“¥[A]), column space (%1% [H])

2 Vector Space

In general, we can abstract and generalize the example at the beginning
to formulate the concept of vector spaces as follows:
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DEFINITION 1 (vector space). A vector space V' is referred to a non—empty
set whose elements are called vectors together with two operations known as
addition ‘+’ and scalar multiplication ‘-’ satisfying the following axioms
for all vectors , v, w and scalars ¢, d:

(1) (d+7) e V;

(2) (4 + 7) + w0 = 4+ (U + @) (Additive Associativity, NIVAZGH);

(3) there exists 0 € V, 0+ 4 = @+ 0 (Additive Identity, A1 ¥4770);

(4) there exists —@ € V, (=) 4+ @ =@+ (—@) = 0 (Additive Inverse, JE

Wi0);

(5) @+ ¥ = T+ @ (Additive commutativity, IN7EACHAE);
(6) cueV;

(7) c(@ + v) = ct + cv,

(8) (¢ + d)d = cti + du;

(9) c(du) = (cd)u;
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Remarks:

1. The vector 0 occurred in (2) is called the zero vector (Z[a ) of V,
which is uniquely determined in V' since if both 0 and 0" are zero vectors,
then 0 =0+0"=0".

2. For each @ € V, the vector —i occurred in (3) is also uniquely deter-
mined (easy exercise).

3. Wehave ¢0=0, 0d@=0, —i=(—1)d (easy exercise).

4. We have ¢ = 0 implies ¢ = 0 or @ = 0. To see this, we suppose that

—

¢#0, then @ = (¢ 'e)i = ¢ (cil) = ¢ 10 = 0.

2.1 Examples

Example: For any n € Z*, R (or C") forms a vector space over R (or C")
under vector addition and scalar multiplication.

Example: Consider the set C of complex numbers. Since R C C, so we may
define the scalar product of ¢ € R and 2z € C as the usual product cz of
complex numbers. Then C forms a vector space over R under usual addition
and scalar multiplication.

Example: P217, Example 2.
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3 Subspace (F=H))

Let V' be any vector space. A particular type of subsets of V' called sub-
spaces plays an important role in the study of the theory of vector spaces.

DEFINITION 2 (subspace). Let V be a vector space and H a non—empty
subset of V. Then H is called a subspace of V' if H is itself a vector space
under the same addition and scalar multiplication on V.

Question: How to determine whether a subset is a subspace? The following
theorem tells us.

THEOREM 3. Let V be a vector space and H a subset of V. Then H is a
subspace iff the following conditions hold:

(i) 0 € H;

(@) for any @, v € H, i+ U € H; (i.e. JINEME)

(i) for any @ € H, c € R, cii € H (i.e. FeVEPH).

Proof. 1t is straightforward to verify that Axioms (1)—(10) hold for H.
Hence H forms a vector space under addition and scalar multiplication. [J

3.1 Examples

Example: Let V' be any vector space. Then the zero space {6} is a subspace
of V. Also, V is itself a subspace of V. Both {0} and V" are called the trivial
subspaces of V.

Example: If we regard C as a vector space over R. Then R is a subspace of C.

Example: Let m, n € R™ and m < n. Define
H={(@dy - @0 --- 0)T e R"}.
Then H is a subspace of R".

Example: The following is very interesting:

1. The vector space R? is not a subspace of R?



2. H= t | :s,t are real.
0
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3.2 Span and Subspace

As we did for R", we can define linear combination of vectors in any
vector space.
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DEFINITION 4 (linear combination). Let V' be any vector space. Given
Uy, Vg, ..., 0, € V and ¢y, ¢a,...,c, € R. Then we can define a new vector

n
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which is called a linear combination of #,7s,...,t, with coefficients (or
weights) c1, o, ..., Cy.

The spanning set of a list of vectors can also be defined in a similar way.

DEFINITION 5 (span). Let V' be any vector space and vy, s,...,7, € V.
Then the set of all linear combinations of v, s, ..., ¥, is called the set gen-
erated (or spanned) by ¥y, ¥y, ..., v, and is denoted by Span{;, ¥, ..., ¥, },
which is a subset of V.

THEOREM 6. Let V be any vector space and v, ,,...,u, € V. Then
Span{¥y, ¥y, ..., T, } is a subspace of V'

Proof. The proof is straightforward. Just directly use Theorem 3. (#R15fi#
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4 Null Space & Column Space

DEFINITION 7 (Null space(%7%[f])). The null space of an m X n matrix A,
denoted by Nul4, is the set of all solutions to the matrix equation AZ = 0.
That is:

Nuld = {7: £ € R", AZ=0}. (1)

DEFINITION 8 (Column Space(%1 %% [f])). The column space of an m X
n matrix A, denoted by ColA, is the set of all linear combinations of the
columns of A. That is if A = [@y,dy, -+ ,d,], then:

ColA = Span{d,,ds, - ,dn}. (2)
Question: Are the null space and column space subspaces? Yes, they are.
The following theorems validate this claim.

THEOREM 9. The null space of an m X n matriz A is a subspace of R"
Proof. The proof is straightforward. Just directly use Theorem 3 as follows:
1. 0 € NulA, as A0 = 0;
2. If @,7 € NulA, then @ + ¥ € NulA, as A7 + 7) = Ail + Av) = 0;

3. If ¢ is any scalar, then cif € NulA, as A(cit) = ¢(At) = ¢0 = 0.

THEOREM 10. The null space of an m X n matrix A is a subspace of R"

Proof. This is a direct result of Theorem 6. n

THEOREM 11. ColA = {b: b = AZ for some T in R"}.
Example: i HE R IHEAp228 7T Example 5

Question: What are the differences between null space and column space?
Please find it on Page 232. Several Points are emphasized here:

1. Given a specific vector v, it is easy to tell if ¥'is in NulA. Just compute
A,

In comparison, it may take time to tell if ¢’ is in ColA by performing

Row operations on [A]



2. Nuld = {0} if and only if the equation AZ has only the trivial solution.

In comparison, ColA = R™ if and only if the equation Ax = b has a
solution for every b in R™.

5 Kernel and Range of a Linear Transforma-
tion
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DEFINITION 12 (linear transformations). Let V', W be both vector spaces.
A transformation T : V' — W is called linear if for any vectors v, vy, v, € V
and scalar ¢, we have

1. T(v1 + vg) = T'(v1) + T(vy) (Preservation of Addition);

2. T(cv) = ¢T'(v) (Preservation of Scalar Multiplication).

DEFINITION 13 (Kernel of 7). Let T': V' — W be a linear transformation.
Then the kernel (null space) of T', written as Ker(T'), is defined to be the set
of all 4 in V such that T'(@) = 0, where 0 here is the zero vector in W. That
1s:

Kernel of T = {Z: # €V, T(Z) =0}

DEFINITION 14 (Range of T'). The range of T is the set of all vectors in W
of the form 7'(%) for some 7 in V. That is:
Range of T = {b: be W, b=T(&) for some 7 in V}
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