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1 What Do You Learn from This Note

The product between a matrix and a vector. We will also discuss some-
thing about the existence of solutions of a linear system (&7 F£ 41 117
FEPE).

Basic concept: matrix equation (5[ 7 #E)

2 Matrix Equation

DEFINITION 1 (product of matrix and vector (Fi [ 5 [a) &2 [A] (1) 3feik)). Let

C1
— — — . — — 02
A= (a, dy -+ @,) be an m x n matrix (a; € R™)and ¢ = ) e R".
Cn
Then define the product of A and c as
1
AC=(ay dy --- dy) | . | =@+ cdy+ -+ cpdy,
Cn
which is the linear combination of ay, ..., d, with coefficients ¢y, ..., c,.

Example:
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Remarks:
1. ACis defined (133 X)) only if the number of columns of A is equal to
the number of entries of ¢. (%l /& K M AR FELE 51 [n] &l 44— 2K

ail a2 : A1n
Qo1 Q22 -+ Agp
2. Let A = ] ] _ ] . Then
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n
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A= : +- ey : = : = :
n
Am1 Amn, C1am1 + *** + Cplmnp Zj:l CjQm

DEFINITION 2 (matrix equation(¥iF£77F2)). Let A be an m x n matrix and
b € R™. Also let x denote an undetermined vector in R™. Then we call

AZ =10
S1
a matrix equation in x. A solution of A¥ = b is a vector s = : e R”
Sn,
satisfying As = b.
81
Remark. If we write A = (a@; --- d@,), §= : |, then we have
Sn
51
As = (d; ) : =811+ -+ 8,0, =0
Sn,
51
In other words, s = : is a solution of AT = b iff (S$1,-++,8,) IS a
Sn
solution of the vector equation zid; + --- + z,a, = b. So we have the
following fact:
a1 ry +--c +a1,x, = b o -
S xdy + -+ r,a, =bs AT =D,
Am1T1 + - ATy = bm



that is, they have the same solution set.

Now we can view a system of linear equations in three different but e-
quivalent ways:

1. A matrix equation
2. A vector equation

3. A collection of linear equations

We finally present some properties of the product of matrix and vector:

THEOREM 3. Let A be an m x n matrix and o,7 € R", A € R. Then
1. A(d +v) = Au + Av;
2. A(M\0) = A\(Aq).

Proof. Suppose that A = (@; -+ d,), U= : and 7 =

AU+ 7) = (ug +v)dy + -+ (uy +v,)d,
= wdy +01dy + - F Ul + Vply

= (W@ + -+ Uplyn) + (V1@ + - + Vn )

= Au+ Av
2.

AMd) = (Aug)d; + -+ (Auy)d,
= AMwdy) + - + Mun@y)
= Murdy + -+ + Undy)
= A(A#)

]

3 A Theorem on Consistent (%)) Solu-
tion for Matrix Equation

The next theorem tells under what conditions of A, the solution set of
AZ = b is non—empty (consistent) for any b.



THEOREM 4. Let A= (@ --- d,) be an m x n matrix. Then the following
statements are equivalent.

1.Vbe R™ Ar = b has a solution.

2.Vb e R™, b is a linear combination of ai, ..., 0.

3. R™ = Span{dj, ..., d,}.

4. A has a pivot position (EJGHLE) in every row.

Proof. Proof. We say all the above statements are equivalent means that
any one of the statements can be derived from any other one (415 b 1fi
VYA il S5 A7, I8 A FE AT AR — A i AL AT DA e A3 A iy 2 —HE ).
Statements (7i7#)1.-3. are obviously equivalent (%414 W11 2 W) since
they are logically equivalent. So our focus on proving the equivalent between
statement 1 and statement 4.

Let U be the matrix in REF (reduced echelon form, fij4LF#RJE) such
that U ~ A (BIUS AZE4T). So there is a series of matrices

A=Ag 25 A 2 ... 2 A, = U,

where opq, ..., op, are elementary row operations. We can perform row re-
duction (17161 A2##) algorithm on [A l;] and obtain a reduced augmented
matrix [U d].

So, if statement 4 is true, there is no pivot in the augmented column, so
AZ = b has a solution for any 5, and statement 1 is true.

If statement 1 is true, we finally wish to prove statement 4 is true. We
reach this claim by contradiction (J1F¥%) Assume that there exits a row of
A which has no pivot position. Then, the last row of U must be zero. That is
there is no solution for the linear system corresponding to augmented matrix
[U (ﬂ . Note that the solutions between these two systems (corresponding to
A and U respectively) are equivalent, so there is also no solution for the linear
system Ar = b too. This yields contradiction to statement 1, so statement 4
is true. (WHLEUL, WISYIELESE, WDLERGEMM S FER, Brik
LM ARG, JRARFE WM XSRS A @y g, Frelfe
ARG DL N AR A el A TC A R R o ) O
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