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Abstract. Human-level diagnostic performance from intelligent systems
often depends on large set of training data. However, the amount of avail-
able data for model training may be limited for part of diseases, which
would cause the widely adopted deep learning models not generalizing
well. One alternative simple approach to small class prediction is the tra-
ditional k-nearest neighbor (kNN). However, due to the non-parametric
characteristics of kNN, it is difficult to combine the kNN classification
into the learning of feature extractor. This paper proposes an end-to-end
learning strategy to unify the kNN classification and the feature extrac-
tion procedure. The basic idea is to enforce that each training sample and
its K nearest neighbors belong to the same class during learning the fea-
ture extractor. Experiments on multiple small-class and class-imbalanced
medical image datasets showed that the proposed deep kNN outperforms
both kNN and other strong classifiers.
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1 Introduction

With recent advance particularly in deep learning, intelligent diagnosis has shown
human-level performance for various diseases [1, 2]. However, in many intelligent
diagnosis tasks, the amount of available data for model training is often limited
for some or all diseases. Small training data often leads to the over-fitting issue,
i.e., the trained model does not generalize well to new data. While the issue
can be often alleviated by fine-tuning a model which was originally trained in
another task [3], such transfer learning may not work well if the image domain in
the current task is far from that of the original task. Recently developed meta-
learning techniques for few-shot learning problems seem to provide a plausible
solution to the small-class classification tasks [4]. However, these techniques of-
ten presume the access to a large number of additional small classes for model
training, which is impractical in the tasks of intelligent diagnosis.
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Another simple but often effective approach is the k-nearest neighbor (kNN)
classification [5, 11], where feature extraction and/or dimensionality reduction
are often performed to obtain a concise feature vector to represent the original
image [8, 12, 13]. However, because the feature extraction procedure is often pre-
determined and independent of the classification task of interest, the extracted
features may not be discriminative enough for the classification task. To alleviate
this issue, metric learning can be applied to transform the extracted features into
a new feature space where the transformed features become more discriminative,
such as neighborhood component analysis (NCA) [14] and large margin nearest
neighbor methods [15]. The metric learning methods depend on the originally
extracted features which may already omit certain features helpful for the clas-
sification task. To learn to extract discriminative features directly from original
image data, recently a triplet loss function was proposed to train a convolutional
neural network (CNN) through which an image will be transformed to a low-
dimensional but discriminative feature vector [16, 17]. However, the process of
CNN training is independent of the latter kNN classification step. It would be
desirable to unify feature extraction and kNN classification into a single step as
done in current CNN classifiers. However, searching for K nearest neighbours
for each training data is a non-differentiable operation, and therefore it is not
easy to combine the neighbor search into the training of a feature extractor.

This paper proposes an end-to-end learning strategy to unify the kNN classi-
fication and the feature extraction process, particularly for classification of small
classes. The basic idea is to enforce that each training image and its K nearest
neighbors belong to the same class during learning feature extractor. By unifying
the feature extraction and the kNN classification procedure, a better feature ex-
tractor can be learned specifically for the kNN classifier and the task of interest.
Comprehensive evaluations on multiple medical image datasets showed that the
proposed approach, called deep kNN, outperforms various kNNs and even CNN
classifiers particularly for small class prediction. Compared to the traditional
triplet loss, the proposed novel loss function can help train the feature extractor
much faster, as confirmed in experiments. What’s more, the proposed deep kNN
is independent of network architectures, and therefore can be directly combined
with any existing convolutional or fully connected neural network architectures.

2 Deep kNN

A traditional kNN classifier does not include feature extraction, i.e., the fea-
ture extraction is done separately from the k-nearest neighbor search. Since
the feature extraction does not consider any task-specific information, extracted
features could be not discriminative enough for the kNN classification. It would
be ideal to learn to extract features specific to the classification task of inter-
est. However, due to the non-parametric characteristics of the nearest neighbor
search process, so far it is not clear how to combine feature learning and the
k-nearest neighbor search into a unified process for the kNN classifier.
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2.1 Problem formulation
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Fig. 1. Demonstration of neighbor search (left) and deep kNN training (right). Left: for
each image xi, K nearest neighbors {yt;i

k } of the same class and M nearest neighbors
{zt;i

m } from all other classes are searched to generate K ·M triplets. Here K=5, M=5,
yt;i

k and zt;i
m are simplified to yk and zm. Right: during training, K within-class and

M cross-class nearest neighbors are searched within the mini-batch for each image.

We propose a deep learning strategy to naturally unify the two steps of
kNN classifier, where the feature extractor is represented by a convolutional
or fully connected neural network whose output of the last layer is a feature
vector representing the input image. The intuitive idea behind the strategy is to
train a feature extractor based on which any training image and its k-nearest
neighbors are forced to belong to the same class. In this way, the k-nearest
neighbor search procedure is naturally incorporated into the process of training
the feature extractor. If such a feature extractor can be trained, we would expect
any test image and its K nearest neighbors in the training set is probably from
the same class. The challenge is how to formulate this idea for feature extractor
training.

We propose a novel triplet loss to solve this challenge. At the beginning
stage of training a feature extractor, since the parameters of the feature ex-
tractor are initially either randomly set or from a pre-trained model based on
a public dataset (e.g., ImageNet), it is not surprising that the distributions of
different classes of images would be interleaved in the feature space. That means,
among the several nearest neighbors of any specific training image, one or more
neighbors may not be from the same class of the training image. To make any
image and its nearest neighbors belong to the same class, the feature extractor
needs to be updated such that the distance between the image and any of its
nearest neighbors is closer than the distance between the image and any image
of other classes in the feature space. Formally, denote the feature extractor after
the (t� 1)th training iteration by f (�; �t−1), where � represents the parameters
of the feature extractor to be learned. Also denote the i-th training image by xi,
its K nearest neighbors of the same class after the (t � 1)th training iteration
by fyt,i

k ; k = 1; : : : ;Kg, and its M nearest neighbors from all the other classes
after the (t � 1)th training iteration by fzt,im ;m = 1; : : : ;Mg (Figure 1, Left).
Then, after the tth training iteration, for each training image xi, we expect its
K nearest neighbors of the same class based on the updated feature extractor
f(�; �t) are closer to the training image xi compared to the distance between xi


