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Abstract—Although hash function learning algorithms have achieved great success in recent years, most existing hash models are off-line, which are not suitable for processing sequential or online data. To address this problem, this work proposes an online hash model to accommodate data coming in stream for online learning. Specifically, a new loss function is proposed to measure the similarity loss between a pair of data samples in hamming space. Then, a structured hash model is derived and optimized in a passive-aggressive way. Theoretical analysis on the upper bound of the cumulative loss for the proposed online hash model is provided. Furthermore, we extend our online hashing from a single-model to a multi-model online hashing that trains multiple models so as to retain diverse online hashing models in order to avoid biased update. The competitive efficiency and effectiveness of the proposed online hash models are verified through extensive experiments on several large-scale datasets as compared to related hashing methods.
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I. INTRODUCTION

There have been great interests in representing data using compact binary codes in recent developments. Compact binary codes not only facilitate storage of large-scale data but also benefit fast similarity computation, so that they are applied to fast nearest neighbor search [1]–[4], as it only takes very short time (generally less than a second) to compare a query with millions of data points [5].

For learning compact binary codes, a number of hash function learning algorithms have been developed in the last five years. There are two types of hashing methods: the data independent ones and the data dependent ones. Typical data independent hash models include Locality Sensitive Hashing (LSH) [6] and its variants like $\ell_p$-stable hashing [7], min-hash [8] and kernel LSH (KLSH) [9]. Since using information of data distribution or class labels would make significant improvement in fast search, more efforts are devoted to the data-dependent approach [10]–[16]. For the data dependent hashing methods, they are categorized into unsupervised-based [17]–[20], supervised-based [21]–[26], and semi-supervised-based [27]–[29] hash models. In addition to these works, multi-view hashing [30], [31], multimodal hashing [32]–[36], and active hashing [37], [38] have also been developed.

In the development of hash models, a challenge remained unsolved is that most hash models are learned in an offline mode or batch mode, that is to assume all data are available in advance for learning the hash function. However, learning hash functions with such an assumption has the following critical limitations:

• First, they are hard to be trained on very large-scale training datasets, since they have to make all learning data kept in the memory, which is costly for processing. Even though the memory is enough, the training time of these methods on large-scale datasets is intolerable. With the advent of big data, these limitations become more and more urgent to solve.

• Second, they cannot adapt to sequential data or new coming data. In real life, data samples are usually collected sequentially as time passes, and some early collected data may be outdated. When the differences between the already collected data and the new coming data are large, current hashing methods usually lose their efficiency on the new data samples. Hence, it is important to develop online hash models, which can be efficiently updated to deal with sequential data.

In this paper, we overcome the limitations of batch mode hash methods [17]–[19], [21], [23]–[26] by developing an effective online hashing learning method called Online Hashing (OH). We propose a one-pass online adaptation criterion in a passive-aggressive way [39], which enables the newly learned hash model to embrace information from a new pair of data samples in the current round and meanwhile retain important information learned in the previous rounds. In addition, the exact labels of data are not required, and only the pairwise similarity is needed. More specifically, a similarity loss function is first designed to measure the confidence of the similarity between two hash codes of a pair of data samples, and then based on that similarity loss function a prediction loss function is proposed to evaluate whether the current hash model fits the current data under a structured prediction framework. We then minimize the proposed prediction loss function on the current input pair of data samples to update
the hash model. During the online update, we wish to make the updated hash model approximate the model learned in the last round as much as possible for retaining the most historical discriminant information during the update. An upper bound on the cumulative similarity loss of the proposed online algorithm are derived, so that the performance of our online hash function learning can be guaranteed.

Since one-pass online learning only relies on the new data at the current round, the adaptation could be easily biased by the current round data. Hence, we introduce a multi-model online strategy in order to alleviate such a kind of bias, where multiple but not just one online hashing models are learned and they are expected to suit more diverse data pairs and will be selectively updated. A theoretical bound on the cumulative similarity loss is also provided.

In summary, the contributions of this work are

1) Developing a weakly supervised online hash function learning model. In our development, a novel similarity loss function is proposed to measure the difference of the hash codes of a pair of data samples in Hamming space. Following the similarity loss function is the prediction loss function to penalize the violation of the given similarity between the hash codes in Hamming space. Detailed theoretical analysis is presented to give a theoretical upper loss bound for the proposed online hashing method;
2) Developing a Multi-Model Online Hashing (MMOH), in which a multi-model similarity loss function is proposed to guide the training of multiple complementary hash models.

The rest of the paper is organized as follows. In Sec. II, related literatures are reviewed. In Sec. III, we present our online algorithm framework including the optimization method. Sec. IV further elaborates one left issue in Sec. III for acquiring zero-loss binary codes. Then we give analysis on the upper bound and time complexity of OH in Sec. V, and extend our algorithm to a multi-model one in Sec. VI. Experimental results for evaluation are reported in Sec. VII and finally we conclude the work in Sec. VIII.

II. RELATED WORK

Online learning, especially one-pass online learning, plays an important role for processing large-scale datasets, as it is time and space efficient. It is able to learn a model based on streaming data, making dynamic update possible. In typical one-pass online learning algorithms [39], [40], when an instance is received, the algorithm makes a prediction, receives the feedback, and then updates the model based on this new data sample only upon the feedback. Generally, the performance of an online algorithm is guaranteed by the upper loss bound in the worst case.

There are a lot of existing works of online algorithms to solve specific machine learning problems [39]–[43]. However, it is difficult to apply these online methods to online hash function learning, because the sign function used in hash models is non-differentiable, which makes the optimization problem more difficult to solve. Although one can replace the sign function with sigmoid type functions or other approximate differentiable functions and then apply gradient descent, this becomes an obstacle on deriving the loss bound. There are existing works considering active learning and online learning together [44]–[46], but they are not for hash function learning.

Although it is challenging to design hash models in an online learning mode, several hashing methods are related to online learning [22], [41], [47]–[50]. In [41], the authors realized an online LSH by applying an online metric learning algorithm, namely LogDet Exact Gradient Online (LEGO) to LSH. Since [41] is operated on LSH, which is a data independent hash model, it does not directly optimize hash functions for generating compact binary code in an online way. The other five related works can be categorized into two groups: one is the stochastic gradient descent (SGD) based online methods, including minimal loss hashing [22], online supervised hashing [49] and Adaptive Hashing (AdaptHash) [50]; another group is matrix sketch based methods, including online sketching hashing (OSH) [47] and stream spectral binary coding (SSBC) [48].

Minimal loss hashing (MLH) [22] follows the loss-adjusted inference used in structured SVMs and deduces the convex-concave upper bound on the loss. Since MLH is a hash model relying on stochastic gradient decent update for optimization, it can naturally be used for online update. However, there are several limitations that make MLH unsuitable for online processing. First, the upper loss bound derived by MLH is actually related to the number of the historical samples used from the beginning. In other words, the upper loss bound of MLH may grow as the number of samples increases and therefore its online performance could not be guaranteed. Second, MLH assumes that all input data are centered (i.e. with zero mean), but such a pre-processing is challenging for online learning since all data samples are not available in advance.

Online supervised hashing (OECC) [49] is a SGD version of the Supervised Hashing with Error Correcting Codes (ECC) algorithm [51]. It employs a 0-1 loss function which outputs either 1 or 0 to indicate whether the binary code generated by existing hash model is in the codebook generated by error correcting output codes algorithm. If it is not in the codebook, the loss is 1. After replacing the 0-1 loss with a convex loss function and dropping the non-differentiable sign function in the hash function, SGD is applied to minimize the loss and update the hash model online. AdaptHash [50] is also a SGD based methods. It defines a loss function the same as the hinge-like loss function used in [22], [52]. To minimize this loss, the authors approximated the hash function by a differentiable sigmoid function and then used SGD to optimize the problem in an online mode. Both OECC and AdaptHash do not assume that data samples have zero mean as used in MLH. They handle the zero-mean issue by a method similar to the one in [52]. All these three SGD-based hashing methods enable online update by applying SGD, but they all cannot guarantee a constant loss upper bound.

Online sketching hashing (OSH) [47] was recently proposed to enable learning hash model on stream data by combining PCA hashing [27] and matrix sketching [53]. It first sketches stream samples into a small size matrix and meanwhile guar-
antee approximating data covariance, and then PCA hashing can be applied on this sketch matrix to learn a hash model. Sketching overcomes the challenge of training a PCA-based model on sequential data using limited storage. Stream spectral binary coding (SSBC) [48] is another learning to hash method on stream data based on the matrix sketch [53] skill. It applies matrix sketch processing on the Gaussian affinity matrix in spectral hashing algorithm [17]. Since the sketched matrix reserves global information of previously observed data, the new update model may not be adapted well on new observed data samples after a large number of samples have been sketched in the previous steps.

A preliminary version of this work was presented in [52]. Apart from more detailed analysis, this submission differs from the conference version in the following aspects: 1) we have further modified the similarity loss function to evaluate the hash model and to guide the update of the hash model; 2) we have developed a multi-model strategy to train multiple models to improve online hashing; 3) We have modified the strategy of zero-loss codes inference, which suits the passive aggressive scheme better; 4) much more experiments have been conducted to demonstrate the effectiveness of our method.

III. ONLINE MODELLING FOR HASH FUNCTION LEARNING

Hash models aim to learn a model to map a given data vector \( x \in \mathbb{R}^d \) to an \( r \)-bit binary code vector \( h \in \{-1, 1\}^r \). For \( r \)-bit linear projection hashing, the \( k^{th} (1 \leq k \leq r) \) hash function is defined as

\[
h_k(x) = sgn(w_k^T x + b_k) = \begin{cases} 
1, & \text{if } w_k^T x + b_k \geq 0, \\
-1, & \text{otherwise},
\end{cases}
\]

where \( w_k \in \mathbb{R}^d \) is a projection vector, \( b_k \) is a scalar threshold, and \( h_k \in \{-1, 1\} \) is the binary hash code.

Regarding \( b_k \) in the above equation, a useful guideline proposed in [17], [27], [54] is that the scalar threshold \( b_k \) should be the median of \( \{w_k^T x_t\}_{t=1}^n \), where \( n \) is the number of the whole input samples, in order to guarantee that half of the output codes are 1 while the other half are -1. This guarantees achieving maximal information entropy of every hash bit [17], [27], [54]. A relaxation is to set \( b_k \) to the mean of \( \{w_k^T x_t\}_{t=1}^n \) and \( b_k \) will be zero if the data are zero-centered. Such a pretreatment not only helps to improve performance but also simplifies the hash function learning. Since data come in sequence, it is impossible to obtain the mean in advance. In our online algorithm, we will estimate the mean after a few data samples are available, update it after new data samples arrive, and perform update of zero-centered operation afterwards. Hence, the \( r \)-bit hash function becomes

\[
h = h(x) = sgn(W^T x), \tag{1}
\]

where \( W = [w_1, w_2, ..., w_r] \in \mathbb{R}^{d \times r} \) is the hash projection matrix and \( h = [h_1(x), h_2(x), ..., h_r(x)]^T \) is the \( r \)-bit hash code. Here, \( x \) is the data point after zero-mean shifting.

Unfortunately, due to the non-differentiability of the sign function in Eq. (1), the optimization of the hash model becomes difficult. To settle such a problem, by borrowing the ideas from the structured prediction in structured SVMs [55], [56] and MLH [22], we transform Eq. (1) equivalently to the following structured prediction form:

\[
h = \arg \max_{f \in \{-1, 1\}^r} f^T W^T x. \tag{2}
\]

In the structured hash function Eq. (2), \( f^T W^T x \) can be regarded as a prediction value that measures the extent that the binary code \( f \) matches the hash code of \( x \) obtained through Eq. (1). Obviously, \( f^T W^T x \) is maximized only when each element of \( f \) has the same sign as that of \( W^T x \).

A. Formulation

We start presenting the online hash function learning. In this work, we assume that the sequential data are in pairs. Suppose a new pair of data points \( x_t^l \) and \( x_t^j \) comes in the \( t^{th} (t = 1, 2, ...) \) round with a similarity label \( s_t \). The label indicates whether these two points are similar or not and it is defined as:

\[
s_t = \begin{cases} 
1, & \text{if } x_t^l \text{ and } x_t^j \text{ are similar}, \\
-1, & \text{if } x_t^l \text{ and } x_t^j \text{ are not similar}.
\end{cases}
\]

We denote the new coming pair of data points \( x_t^l \) and \( x_t^j \) by \( z_t = [x_t^l, x_t^j] \). In the \( t^{th} \) round, based on the hash projection matrix \( W^l \) learned in the last round, we can compute the hash codes of \( x_t^l \) and \( x_t^j \) denoted by \( h_t^l, h_t^j \), respectively. Such a pair of hash codes is denoted by \( h_t = [h_t^l, h_t^j] \).

However, the prediction does not always match the given similarity label information of \( z_t \). When a mismatch case is observed, \( W^l \), the model learned in the \( (t-1)^{th} \) round, needs to be updated for obtaining a better hash model \( W^{l+1} \). In this work, the Hamming distance is employed to measure the match or mismatch cases. In order to learn an optimal hash model that minimizes the loss caused by mismatch cases and maximizes the confidence of match cases, we first design a similarity loss function to quantify the difference between the pairwise hash codes \( h^l \) with respect to the corresponding similarity label \( s_t \), which is formulated as follows:

\[
R(h^l, s_t) = \begin{cases} 
\max\{0, D_h(h_t^l, h_t^j) - \alpha\}, & \text{if } s_t = 1, \\
\max\{0, \beta r - D_h(h_t^l, h_t^j)\}, & \text{if } s_t = -1,
\end{cases}
\tag{3}
\]

where \( D_h(h_t^l, h_t^j) \) is the Hamming distance between \( h_t^l \) and \( h_t^j \), \( \alpha \) is an integer playing as the similarity threshold, and \( \beta \) is the dissimilarity ratio threshold ranging from 0 to 1. Generally, \( \beta r > \alpha \), so that there is a certain margin between the match and mismatch cases.

In the above loss function, a relaxation is actually introduced by employing the threshold parameters \( \alpha \) and \( \beta r \) as shown in Fig. 1. \( \alpha \) should not be too large, so that the similarity of
the pairwise data samples can be preserved in the Hamming space. In contrast, \( \beta r \) should not be too small; otherwise two dissimilar data points cannot be well separated in Hamming space. From Fig. 1, we can see that the mismatch can be one of the following two cases: 1) the Hamming distance between the prediction codes \( h_i \) and \( h_j \) is larger than \( \alpha \) for a similar pair; and 2) the Hamming distance between the prediction codes \( h_i \) and \( h_j \) is smaller than \( \beta r \) for a dissimilar pair. These two measure the risk of utilizing the already learned hash projection matrix \( W \) on a new pair of data points, i.e. \( R(h_i, s_i) \).

If the model learned in the last round predicts zero-loss hash code pair on a new pair, that is \( R(h_i, s_i) = 0 \), our strategy is to retain the current model. If the model is unsatisfactory, i.e., predicting inaccurate hash codes having \( R(h_i, s_i) > 0 \), we need to update the inaccurate previous hash projection matrix \( W \).

To update the hash model properly, we claim that the zero-loss hash code pair \( g \) for current round data pair \( x \) satisfying \( R(g_i, s_i) = 0 \) is available, and we use the zero-loss hash code pair to guide update of the hash model, deriving the updated \( W^{t+1} \) towards a better prediction. We leave the details about how to obtain the zero-loss hash code pair presented in Sec. IV.

Now, we wish to obtain an updated hash projection matrix \( W^{t+1} \) such that it predicts similar hash code pair towards the zero-loss hash code pair \( g \) for the current input pair of data samples. Let us define

\[
H^t(W) = h_i^T W^T x_i + h_j^T W^T x_j, \tag{4}
\]

\[
G^t(W) = g_i^T W^T x_i + g_j^T W^T x_j. \tag{5}
\]

Given hash function Eq. (2) with respect to \( h_i, h_j \), we have \( H^t(W) \geq G^t(W) \), since \( h_i \) and \( h_j \) are the binary solutions for \( x_i \) and \( x_j \) for the maximization, respectively, while \( g_i \) and \( g_j \) are not. This also suggests the \( W \) is not suitable for the generated binary code to approach the zero-loss hash code pair \( g \), and thus a new projection \( W^{t+1} \) has to be learned.

When updating the projection matrix from \( W^t \) to \( W^{t+1} \), we expect that the binary code generated for \( x_i \) is \( g_i \). According to the hash function in structured prediction form in Eq. (2), our expectation is to require \( g_i^T W^{t+1} x_i > h_i^T W^{t+1} x_i \). Similarly, we expect the binary code generated for \( x_j \) is \( g_j \) and this is also to require \( g_j^T W^{t+1} x_j > h_j^T W^{t+1} x_j \). Combining these two inequalities together, it would be expected that the new \( W^{t+1} \) should meet the condition that \( G^t(W^{t+1}) > H^t(W^{t+1}) \). To achieve this objective, we derive the following prediction loss function \( \ell^t(W) \) for our algorithm:

\[
\ell^t(W) = H^t(W) - G^t(W) + \sqrt{R(h_i, s_i)}. \tag{6}
\]

\[\text{Note that if } \ell^t(W^{t+1}) = 0, \text{ we can have } G^t(W^{t+1}) = H^t(W^{t+1}) + \sqrt{R(h_i, s_i)} > H^t(W^{t+1}). \text{ Let } g_i \text{ be the hash code of } x_i \text{ computed using the updated } W^{t+1} \text{ by Eq. (2). Even though } G^t(W^{t+1}) > H^t(W^{t+1}) \text{ cannot guarantee that } g_i \text{ is exactly } g_i, \text{ it is probable that } g_i \text{ is very close to } g_i \text{ rather than } h_i. \text{ It therefore makes sense to force } \ell^t(W^{t+1}) \text{ to be zero or close to zero.}
\]

Since we are formulating a one-pass learning algorithm, the previously observed data points are not available for the learning in the current round, and the only information we can make use of is the current round projection matrix \( W \). In this case, we force that the newly learned \( W^{t+1} \) should stay close to the projection matrix \( W \) as much as possible so as to preserve the information learned in the last round as much as possible. Hence, the objective function for updating the hash projection matrix becomes

\[
W^{t+1} = \arg \min_W \frac{1}{2} ||W - W^t||_F^2 + C \xi, \tag{7}
\]

\[\text{s.t. } \ell^t(W) \leq \xi \text{ and } \xi \geq 0,\]

where \( ||.||_F \) is the Frobenius norm, \( \xi \) is a non-negative auxiliary variable to relax the constraint on the prediction loss function \( \ell^t(W) = 0 \), and \( C \) is a margin parameter to control the effect of the slack term, whose influence will be observed in Sec.VII. Through this objective function, the difference between the new projection matrix \( W^{t+1} \) and the last one \( W^t \) is minimized, and meanwhile the prediction loss function \( \ell^t(W) \) of the new \( W^{t+1} \) is bounded by a small value. We call the above model the online hashing (OH) model.

Finally, we wish to provide a comment on the function \( H^t(W) \) in Eq. (4) and Eq. (6). Actually, an optimal case should be to refine function \( H^t(W) \) as a function of variables \( W \) and a code pair \( f = [i, j] \in \{-1, 1\}^2 \times 2 \) as follows:

\[
H^t(W, f) = f_i^T W^T x_i + f_j^T W^T x_j, \tag{8}
\]

and then to refine the prediction loss function when an optimal update \( W^{t+1} \) is used:

\[
\ell^t(W^{t+1}) = \max_{f \in \{-1, 1\}^2 \times 2} H^t(W^{t+1}, f) - G^t(W^{t+1}) + \sqrt{R(h_i, s_i)}. \tag{9}
\]

The above refinement in theory can make \( \max F H^t(W^{t+1}, f) - G^t(W^{t+1}) \) be a more rigorous loss on approximating the zero-loss hash code pair \( g \). But, it would be an obstacle to the optimization, since \( W^{t+1} \) is unknown when \( \max F H^t(W^{t+1}, f) \) is computed. Hence, we avert this problem by implicitly introducing an alternating optimization by first fixing \( f \) to be \( h_i \), then optimizing \( W^{t+1} \) by Criterion (7), and finally predicting the best \( f \) for \( \max F \{f \in \{-1, 1\} \times 2 \} H^t(W^{t+1}, f) \). This process can be iterative. Although this may be useful to further improve our online model, we do not completely follow this implicit alternating processing to learn the \( W^{t+1} \) iteratively. This is because data are coming in sequence and it would be demanded to process a new data pair after an update of the projection matrix \( W \). Hence, in our implementation, we only update \( W^{t+1} \) once, and we provide the bound for \( R(h_i, s_i) \) under such a processing in Theorem 2.
B. Optimization

When \( R(h^t, s^t) = 0 \), \( h^t \) is the optimal code pair and \( g^t \) is the same as \( h^t \), and thus \( \ell^t(W^t) = 0 \). In this case, the solution to Criterion (7) is \( W^{t+1} = W^t \). That is, when the already learned hash projection matrix \( W^t \) can correctly predict the similarity label of the new coming pair of data points \( z^t \), there is no need to update the hash function. When \( R(h^t, s^t) > 0 \), the solution is

\[
W^{t+1} = W^t + \tau^t x^t(g^t - h^t)^T, \\
\tau^t = \min\{C, \frac{\ell^t(W^t)}{\|x^t(g^t - h^t)^T\|^2_F}\}. \tag{10}
\]

The procedure for deriving the solution formulation (Eq. (10)) when \( R(h^t, s^t) > 0 \) is detailed as follows.

First, the objective function (Criterion (7)) can be rewritten below when we introduce the Lagrange multipliers:

\[
L(W, \tau^t, \xi, \lambda) = \frac{\|W - W^t\|^2_F}{2} + C\xi + \tau^t(\ell^t(W) - \xi - \lambda\xi), \tag{11}
\]

where \( \tau^t \geq 0 \) and \( \lambda \geq 0 \) are Lagrange multipliers. Then, by computing \( \partial L / \partial W = 0 \), \( \partial L / \partial \xi = 0 \), and \( \partial L / \partial \tau^t = 0 \), we can have

\[
0 = \frac{\partial L}{\partial W}, \quad W = W^t + \tau^t(x^t(g^t - h^t)^T + x_j^t(g_j^t - h_j^t)^T), \tag{12}
\]

\[
0 = \frac{\partial L}{\partial \xi} = C - \tau^t - \lambda, \tag{13}
\]

Since \( \lambda > 0 \), we have \( \tau^t < C \). By putting Eq. (12) and Eq. (13) back into Eq. (6), we obtain

\[
\ell^t(W) = -\tau^t\|x^t(g^t - h^t)^T\|^2_F + \ell^t(W^t). \tag{14}
\]

Also, by putting Eqs. (12), (13) and (14) back into Eq. (11), we have

\[
L(\tau^t) = -\frac{1}{2}\tau^2\|x^t(g^t - h^t)^T\|^2_F + \tau^t\ell^t(W^t).
\]

By taking the derivative of \( L \) with respect to \( \tau^t \) and setting it to zero, we get

\[
0 = \frac{\partial L}{\partial \tau^t} = -\tau^t\|x^t(g^t - h^t)^T\|^2_F + \tau^t\ell^t(W^t), \tag{15}
\]

\[
\Rightarrow \tau^t = \frac{\ell^t(W^t)}{\|x^t(g^t - h^t)^T\|^2_F}.
\]

Since \( \tau^t < C \), we can obtain

\[
\tau^t = \min\{C, \frac{\ell^t(W^t)}{\|x^t(g^t - h^t)^T\|^2_F}\}. \tag{16}
\]

In summary, the solution to the optimization problem in Criterion (7) is Eq. (10), and the whole procedure of the proposed OH is presented in Algorithm 1.

C. Kernelization

Kernel trick is well-known to make machine learning models better adapted to nonlinearly separable data [21]. In this context, a kernel-based OH is generated by employing explicit kernel mapping to cope with the nonlinear modeling. In details, we aim at mapping data in the original space \( \mathbb{R}^d \) into a feature space \( \mathbb{R}^m \) through a kernel function based on \( m \) (\( m < d \)) anchor points, and therefore we have a new representation of \( x \) which can be formulated as follows:

\[
z(x) = [\kappa(x, x_{(1)}), \kappa(x, x_{(2)}), ..., \kappa(x, x_{(m)})]^T,
\]

where \( x_{(1)}, x_{(2)}, ..., x_{(m)} \) are \( m \) anchors.

For our online hash model learning, we assume that at least \( m \) data points have been provided in the initial stage; otherwise, the online learning will not start until at least \( m \) data points have been collected, and then these \( m \) data points are considered as the \( m \) anchors used in the kernel trick. Regarding the kernel used in this work, we employ the Gaussian RBF kernel \( \kappa(x, y) = \exp(-||x - y||^2 / 2\sigma^2) \), where we set \( \sigma \) to 1 in our algorithm.

IV. ZERO-LOSS BINARY CODE PAIR INFERENCE

In Sec.III-A, we have mentioned that our online hashing algorithm relies on the zero-loss code pair \( g^t = [g^t_i, g^t_j] \) which satisfies \( R(g^t, s^t) = 0 \). Now, we detail how to acquire \( g^t \).

Dissimilar Case. We first present the case for dissimilar pairs. As mentioned in Sec. III-A, to achieve zero similarity loss, the Hamming distance between the hash codes of non-neighbors should not be smaller than \( \beta \tau \). Therefore, we need to seek the \( g^t \) such that \( D_h(h^t_i, g^t_j) \geq \beta \tau \). Denote the \( k^{th} \) bit of \( h^t_i \) by \( h^t_{ik} \), and similarly we have \( h^t_{jk}, g^t_{ik}, g^t_{jk} \). Then \( D_h(h^t_i, h^t_j) = \sum_{k=1}^{r} D_h(h^t_{ik}, h^t_{jk}) \), where

\[
D_h(h^t_{ik}, h^t_{jk}) = \begin{cases} 0, & \text{if } h^t_{ik} = h^t_{jk}, \\ 1, & \text{if } h^t_{ik} \neq h^t_{jk}. \end{cases}
\]

Let \( K_1 = \{k | D_h(h^t_{ik}, h^t_{jk}) = 1 \} \) and \( K_0 = \{k | D_h(h^t_{ik}, h^t_{jk}) = 0 \} \). To obtain \( g^t \), we first set \( g^t_{ik} = h^t_{ik} \) and \( g^t_{jk} = h^t_{jk} \) for \( k \in K_1 \), so as to retain the Hamming distance obtained through the hash model learned in the last round. Next, in order to increase the Hamming distance, we need to make \( D_h(g^t_{ik}, g^t_{jk}) = 1 \) for the \( k \in K_0 \). That is, we

Algorithm 1 Online Hashing

\[
\text{INITIALIZE } W^t \text{ for } t = 1, 2, ..., \text{ do } \quad \text{for } t = 1, 2, ..., \text{ do }
\]

Receive a pairwise instance \( z^t \) and similarity label \( s^t \);
Compute the hash code pair \( h^t \) by Eq. (1);
Compute the similarity loss \( R(h^t, s^t) \) by Eq. (3);
if \( R(h^t, s^t) > 0 \) then
Get the zero-loss code pair \( g^t \) that makes \( R(g^t, s^t) = 0 \);
Compute the prediction loss \( \ell^t(W^t) \) by Eq. (6);
\( \ell^t(W^t) \)
Set \( \tau^t = \min\{C, \|x^t(g^t - h^t)^T\|^2_F\} \);
Update \( W^{t+1} = W^t + \tau^t x^t(g^t - h^t)^T \);
end if
\end{for}
end for
need to set\(^1\) either \(g_i^{t[k]} = -h_i^{t[k]}\) or \(g_j^{t[k]} = -h_j^{t[k]}\), for all the \(k \in \mathcal{K}_0\). Hence, we can pick up \(p\) bits whose indexes are in set \(\mathcal{K}_0\) to change/update such that
\[
D_h(g_i^{t[k]}, g_j^{t[k]}) = D_h(h_i^{t[k]}, h_j^{t[k]}) + p. \tag{17}
\]

Now the problem is how to set \(p\), namely the number of hash bits to update. We first investigate the relationship between the update of projection vectors and \(g_i^{t[k]}\). Note that \(W\) consists of \(r\) projection vectors \(w_k (k = 1, 2, \ldots, r)\). From Eq. (12), we can deduce that
\[
w_{k}^{t+1} = w_{k}^{t} + \tau_r (x_i^{t}(g_i^{t[k]} - h_i^{t[k]}) + x_j^{t}(g_j^{t[k]} - h_j^{t[k]})). \tag{18}
\]

It can be found that \(w_{k}^{t+1} = w_{k}^{t}\), when \(g_i^{t[k]} = h_i^{t[k]}\) and \(g_j^{t[k]} = h_j^{t[k]}\); otherwise, \(w_{k}^{t}\) will be updated. So the more \(w_{k}\) in \(W\) we update, the more corresponding hash bits of all data points we subsequently have to update when applied to real-world system. This takes severely much time which cannot be ignored for online applications. Hence, we should change hash bits as few as possible; in other words, we aim to update \(w_{k}\) as few as possible. This means that \(p\) should be as small as possible, meanwhile guaranteeing that \(g_i^{t}\) satisfies the constrain \(R(g_i^{t}, s^t) = 0\). Based on the above discussion, the minimum of \(p\) is computed as \(p_0 = \lceil \beta_r \rceil - D_h(h_i^{t}, h_j^{t})\) by setting \(D_h(g_i^{t[k]}, g_j^{t[k]}) = \lceil \beta_r \rceil\), as \(p = D_h(g_i^{t[k]}, g_j^{t[k]}) = D_h(h_i^{t[k]}, h_j^{t[k]})\) and \(D_h(g_i^{t[k]}, g_j^{t[k]}) \geq \lceil \beta_r \rceil \geq \beta_r\). Then \(g_i^{t[k]}\) is ready by selecting \(p_0\) hash bits whose indexes are in \(\mathcal{K}_0\).

After determining the number of hash bits to update, namely \(p_0\), the problem now becomes which \(p_0\) bits should be picked up from \(\mathcal{K}_0\). To establish the rule, it is necessary to measure the potential loss for every bit of \(h_i^{t}\) and \(h_j^{t}\). For this purpose, the prediction loss function in Eq. (6) can be reformed as
\[
\sum_{h_i^{t[k]} \neq h_i^{t}} 2h_i^{t[k]}w_k^{T}x_i^{t} + \sum_{h_j^{t[k]} = g_j^{t[k]}} 2h_j^{t[k]}w_k^{T}x_j^{t} + \sqrt{R(h_i^{t}, s^t)}. \tag{19}
\]

This tells that \(h_i^{t[k]}w_k^{T}x_i^{t}\) or \(h_j^{t[k]}w_k^{T}x_j^{t}\) are parts of the prediction loss, and thus we use it to measure the potential loss for every bit. The problem is which bit should be picked up to optimize. For our one-pass online learning, a large update does not mean a good performance will be gained since every time we update the model only based on a new arrived pair of samples, and thus a large change on the hash function would not suit the passed data samples very well. This also conforms to the spirit of passive-aggressive idea that the change of an online model should be smooth. To this end, we take a conservative strategy by selecting the \(p_0\) bits that corresponding to smallest potential loss as introduced below. First, the potential loss of every bit w.r.t \(H(W^t)\) is calculated by
\[
\delta_k = \min\{h_i^{t[k]}w_k^{T}x_i^{t}, h_j^{t[k]}w_k^{T}x_j^{t}\}, \quad k \in \mathcal{K}_0. \tag{20}
\]

We only select the smaller one between \(h_i^{t[k]}w_k^{T}x_i^{t}\) and \(h_j^{t[k]}w_k^{T}x_j^{t}\) because we will never set \(g_i^{t[k]}\) simultaneously by \(g_i^{t[k]} = -h_i^{t[k]}\) and \(g_j^{t[k]} = -h_j^{t[k]}\) for any \(k \in \mathcal{K}_0\). After sorting \(\delta_k\), the \(p_0\) smallest \(\delta_k\) are picked up and their corresponding hash bits are updated by the following rule:
\[
\left\{ \begin{array}{ll}
g_i^{t[k]} = -h_i^{t[k]}, & \text{if } h_i^{t[k]}w_k^{T}x_i^{t} \leq h_j^{t[k]}w_k^{T}x_j^{t}, \\
g_j^{t[k]} = -h_j^{t[k]}, & \text{otherwise}.
\end{array} \right. \tag{21}
\]

The procedure of obtaining \(g_i^{t}\) for a dissimilar pair is summarized in Algorithm 2.

**Algorithm 2 Inference of \(g_i^{t}\) for a dissimilar pair**

Calculate the Hamming distance \(D_h(h_i^{t}, h_j^{t})\) between \(h_i^{t}\) and \(h_j^{t}\);
Calculate \(p_0 = \lceil \beta_r \rceil - D_h(h_i^{t}, h_j^{t})\);
Compute \(\delta_k\) for \(k \in \mathcal{K}_0\) by Eq. (19);
Sort \(\delta_k\);
Set the corresponding hash bits of the \(p_0\) smallest \(\delta_k\) opposite to the corresponding ones in \(h_i^{t}\) by following the rule in Eq.(20) and keep the others in \(h_i^{t}\) without change.

**Algorithm 3 Inference of \(g_i^{t}\) for a similar pair**

Calculate the Hamming distance \(D_h(h_i^{t}, h_j^{t})\) between \(h_i^{t}\) and \(h_j^{t}\);
Calculate \(p_0 = D_h(h_i^{t}, h_j^{t}) - \alpha\);
Compute \(\delta_k\) for \(k \in \mathcal{K}_1\) by Eq. (19);
Sort \(\delta_k\);
Set the corresponding hash bits of the \(p_0\) smallest \(\delta_k\) opposite to the corresponding values in \(h_i^{t}\) by following the rule in Eq.(20) and keep the others in \(h_i^{t}\) with no change.

**Similar Case.** Regarding similar pairs, the Hamming distance of the optimal hash code pairs \(g_i^{t}\) should be equal or smaller than \(\alpha\). Since the Hamming distance between the predicted hash codes of similar pairs may be larger than \(\alpha\), we should pick up \(p_0\) bits from set \(\mathcal{K}_1\) instead of from set \(\mathcal{K}_0\), and set them opposite to the corresponding values in \(h_i^{t}\) so as to achieve \(R(g_i^{t}, s^t) = 0\). Similar to the case for dissimilar pairs as discussed above, the number of hash bits to be updated is \(p_0 = D_h(h_i^{t}, h_j^{t}) - \alpha\), but these bits are selected in \(\mathcal{K}_1\). We will compute \(\delta_k\) for \(k \in \mathcal{K}_1\) and pick up \(p_0\) bits with the smallest \(\delta_k\) for update. Since the whole processing is similar to the processing for the dissimilar pairs, we only summarize the processing for similar pairs in Algorithm 3 and skip the details.

Finally, when \(w_k^{t}\) is a zero vector, \(\delta_k\) is zero as well no matter what the values of \(h_i^{t[k]}, h_j^{t[k]}\), \(x_i^{t}\) and \(x_j^{t}\) are. This leads to the failure in selecting hash bits to be updated. To avert this, we initialize \(W^1\) by applying LSH. In other words, \(W^1\) is sampled from a zero-mean multivariate Gaussian \(N(0, I)\), and we denote this matrix by \(W_{LSH}\).

**V. Analysis**

**A. Bounds for Similarity Loss and Prediction Loss**

In this section, we discuss the loss bounds for the proposed online hashing algorithm. For convenience, at step \(t\), we define
\[
\ell_U^{t} = \ell^{t}(U) = H^{t}(U) - G^{t}(U) + \sqrt{R(h^t, s^t)}, \tag{22}
\]
where \(U\) is an arbitrary matrix in \(\mathbb{R}^{d \times r}\). Here, \(\ell_U^{t}\) is considered as the prediction loss based on \(U\) in the \(t^{th}\) round.

We first present a lemma that will be utilized to prove Theorem 2.
Lemma 1. Let \((x^1, s^1), \ldots, (x^t, s^t)\) be a sequence of pairwise examples, each with a similarity label \(s^t \in \{1, -1\}\). The data pair \(x^t \in \mathbb{R}^d \times 2\) is mapped to a \(r\)-bit hash code pair \(h^t \in \mathbb{R}^r \times 2\) through the hash projection matrix \(W^t \in \mathbb{R}^d \times r\). Let \(U\) be an arbitrary matrix in \(\mathbb{R}^d \times r\). If \(\tau^t\) is defined as that in Eq. (10), we then have
\[
\sum_{t=1}^{\infty} \tau^t(2\ell^t(W^t) - \tau^t ||x^t(g^t - h^t)^T||_F^2) \leq ||U - W^1||_F^2,
\]
where \(W^1\) is the initialized hash projection matrix that consists of non-zero vectors.

Proof. By using the definition
\[
\Delta_t = ||W^t - U||_F^2 - ||W^{t+1} - U||_F^2,
\]
we can have
\[
\sum_{t=1}^{\infty} \Delta_t = \sum_{t=1}^{\infty} (||W^t - U||_F^2 - ||W^{t+1} - U||_F^2) = ||W^1 - U||_F^2 - ||W^{T+1} - U||_F^2 \leq ||W^1 - U||_F^2.
\]
From Eq. (12), we know \(W^{t+1} = W^t + \tau^t x^t(g^t - h^t)^T\), so we can rewrite \(\Delta_t\) as
\[
\Delta_t = ||W^t - U||_F^2 - ||W^{t+1} - U||_F^2
= ||W^t - U||_F^2 - ||W^t - U + \tau^t x^t(g^t - h^t)^T||_F^2
= ||W^t - U||_F^2 - ||W^t - U||_F^2
+ 2\tau^t (H^t(W) - G^t(W) - (H^t(U) - G^t(U)))
+ (\tau^t)^2 ||x^t(g^t - h^t)^T||_F^2
\geq -2\tau^t ((\sqrt{\tau(R(h^t, s^t) - \ell^t(W^t))} - (\sqrt{\tau(R(h^t, s^t) - \ell_{U^t}))
- (\tau^t)^2 ||x^t(g^t - h^t)^T||_F^2
= \tau^t(2\ell^t(W^t) - \tau^t ||x^t(g^t - h^t)^T||_F^2 - 2\ell_{U^t}).
\]
By computing the sum of the left and the right of the above inequality we can obtain
\[
\sum_{t=1}^{\infty} \Delta_t \geq \sum_{t=1}^{\infty} \tau^t(2\ell^t(W^t) - \tau^t ||x^t(g^t - h^t)^T||_F^2 - 2\ell_{U^t}.
\]
Finally, putting Eq. (22) into the above equation, we prove Lemma 1. □

Theorem 2. Let \((x^1, s^1), \ldots, (x^t, s^t)\) be a sequence of pairwise examples, each with a similarity label \(s^t \in \{1, -1\}\) for all \(t\). The data pair \(x^t \in \mathbb{R}^d \times 2\) is mapped to a \(r\)-bit hash code pair \(h^t \in \mathbb{R}^r \times 2\) through the hash projection matrix \(W^t \in \mathbb{R}^d \times r\). If \(||x^t(g^t - h^t)^T||_F^2\) is upper bounded by \(F^2\) and the margin parameter \(C\) is set as the upper bound of \(\sqrt{\tau(R(h^t, s^t) - \ell^t(W^t))}\), then the cumulative similarity loss (Eq. (3)) is bounded for any matrix \(U \in \mathbb{R}^d \times r\), i.e.
\[
\sum_{t=1}^{\infty} R(h^t, s^t) \leq F^2(||U - W^1||_F^2 + 2C \sum_{t=1}^{\infty} \ell_{U^t}),
\]
where \(C\) is the margin parameter defined in Criterion (7).

Proof. Based on Lemma 1, we can obtain
\[
\sum_{t=1}^{\infty} \tau^t(2\ell^t(W^t) - \tau^t ||x^t(g^t - h^t)^T||_F^2) \leq ||U - W^1||_F^2 + 2C \sum_{t=1}^{\infty} \ell_{U^t}.
\]
Based on Eq. (16), we get that
\[
\tau^t(2\ell^t(W^t) - \tau^t ||x^t(g^t - h^t)^T||_F^2) \geq \tau^t(2\ell^t(W^t) - \ell^t(W^t)) = \tau^t(\ell^t(W^t)).
\]
This deduces that
\[
\tau^t(2\ell^t(W^t) - \tau^t ||x^t(g^t - h^t)^T||_F^2) \geq \tau^t(2\ell^t(W^t) - \ell^t(W^t)) = \tau^t(\ell^t(W^t)).
\]
According to the definition of prediction loss function in Eq. (6) and the upper bound assumption, we know that for any \(t\),
\[
\sqrt{R(h^t, s^t)} \leq \ell^t(W^t),
||x^t(g^t - h^t)^T||_F^2 \leq F^2, \quad \text{and} \quad \frac{\sqrt{R(h^t, s^t)}}{F^2} \leq C
\]
With these three inequalities and Equ.(16), it can be deduced that
\[
\tau^t(\ell^t(W^t)) = \min \left\{ \frac{\ell^t(W^t)^2}{||x^t(g^t - h^t)^T||_F^2}, C\ell^t(W^t) \right\}
\]
\[
\geq \min \left\{ \frac{R(h^t, s^t)}{||x^t(g^t - h^t)^T||_F^2}, C\sqrt{R(h^t, s^t)} \right\}
\]
By combining Eq. (23) and Eq. (26), we obtain that
\[
\sum_{t=1}^{\infty} R(h^t, s^t) \leq F^2(||U - W^1||_F^2 + 2C \sum_{t=1}^{\infty} \ell_{U^t}).
\]
Since, \(\tau^t \leq C\) for all \(t\), we have
\[
\sum_{t=1}^{\infty} R(h^t, s^t) \leq F^2(||U - W^1||_F^2 + 2C \sum_{t=1}^{\infty} \ell_{U^t}).
\]
The theorem is proven. □

Note: In particular, if the assumption that there exists a projection matrix satisfying zero or negative prediction loss for any pair of data samples holds, there would exist a \(U\) satisfying \(\ell_{U^t} \leq 0\) for any \(t\). If so, the second term in inequality (27) vanishes. In other words, the similarity loss is bounded by a constant, i.e. \(F^2(||U - W^1||_F^2\). After a certain amount of update, the similarity loss for new data sample pairs becomes zero in such an optimistic case.

B. Time and Space Complexity

Based on the algorithm summarized in Algorithm 1, we can find that the time of computing the prediction code for \(x^t\) is \(O(dr)\) and that of obtaining the similarity loss is \(O(r)\). The process of obtaining the zero-loss code pair \(g^t\) takes at most \(O(r + logr + rd)\) with \(O(rd)\) to compute all \(\delta_k\) and \(O(rlogr)\) to sort hash bits according to \(\delta_k\). As for the update process of the projection matrix, it takes \(O(rd)\). Therefore, the time complexity for training OH at each round is \(O(dr + rlogr)\). Overall, if \(n\) pairs of data points participate in the training
stage, the whole time complexity is $O((dr + r \log r)n)$. For the space complexity, it is $O(d + dr) = O(dr)$, with $O(d)$ to store the data pairs and $O(dr)$ to store the projection matrix. Overall, the space complexity remains unchanged during training and is independent of the number of training samples.

VI. MULTI-MODEL ONLINE HASHING

In order to make the online hashing model more robust and less biased by current round update, we extend the proposed online hashing from updating one single model to updating the $T$ models. Suppose that we are going to train $T$ models, which are initialized randomly by LSH. Each model is associated to the optimization of its own similarity loss function in terms of Eq. (3), denoted by $R_m(h_m^t, s^t)$ ($m = 1, 2, \cdots, T$), where $h_m^t$ is the binary code of a new pair $x^t$ predicted by the $m^{th}$ model at step $t$. At step $t$, if $x^t$ is a similar pair, we only select one of the $T$ models to update. To do that, we compute the similarity loss function for each model $R_m(h_m^t, s^t)$, and then we select the model, supposed the $m^{th}$ model that obtains the smallest similarity loss, i.e., $m_0 = \arg \min_m R_m(h_m^t, s^t)$. Note that for a similar pair, it is enough that one of the models has positive output, and thus the selected model is the closest one to suit this similar pair and is more easier to update. If $x^t$ is a dissimilar pair, all models will be updated if the corresponding loss is not zero, since we cannot tolerate an wrong prediction for a dissimilar pair. By performing online hashing in this way, we are able to learn diverse models that could fit different data samples locally. The update of each model follows the algorithm presented in our last section.

To guarantee the rationale of the multi-model online hashing, we also provide the upper bound for the accumulative multi-model similarity loss in the theorem below.

**Theorem 3.** Let $(x^1, s^1), \cdots, (x^t, s^t)$ be a sequence of pairwise examples, each with a similarity label $s^t \in \{1, -1\}$ for all $t$. The data pair $x^t \in \mathbb{R}^{d \times 2}$ is mapped to a $r$-bit hash code pair $h^t \in \mathbb{R}^{r \times 2}$ through the hash projection matrix $W^t \in \mathbb{R}^{r \times r}$. Suppose $||x^t(g_m^t - h_m^t)||_F^2$ is upper bounded by $r^2$, and the margin parameter $C$ is set as the upper bound of $\frac{\alpha R_m(h_m^t, s^t)}{\beta^2}$ for all $m$, where $R_m^*(h_m^t, s^t)$ is an auxiliary function defined as:

$$R_m^*(h_m^t, s^t) = \begin{cases} R_m(h_m^t, s^t), & \text{if the } m^{th} \text{ model is selected for update at step } t, \\ 0, & \text{otherwise}. \end{cases}$$ (28)

Then for any matrix $U \in \mathbb{R}^{d \times r}$, the cumulative similarity loss (Eq. (3)) is bounded, i.e.,

$$\sum_{t=1}^{T} \sum_{m=1}^{T} R_m^*(h_m^t, s^t) \leq TF^2(||U - W^1||_F^2 + 2C \sum_{t=1}^{\infty} \ell_U),$$

where $C$ is the margin parameter defined in Criterion (7).

**Proof.** Based on Theorem 2, the following inequality holds for $m = 1, 2, \cdots, T$:

$$\sum_{t=1}^{T} R_m^*(h_m^t, s^t) \leq F^2(||U - W^1||_F^2 + 2C \sum_{t=1}^{\infty} \ell_U).$$

By summing these multi-model similarity losses of all models, Theorem 3 is proved.

VII. EXPERIMENTS

In this section, extensive experiments were conducted to verify the efficiency and effectiveness of the proposed OH models from two aspects: metric distance neighbor search and semantic neighbor search. First, four selected datasets are introduced in Sec. VII-A. And then, we evaluate the proposed models in Sec. VII-B. Finally, we make comparison between the proposed algorithms and several related hashing models in Sec. VII-C.

A. Datasets

The four selected large-scale datasets are: Photo Tourism [57], 22K LabelMe [58], GIST1M [59] and CIFAR-10 [60], which are detailed below.

**Photo Tourism** [57]. It is a large collection of 3D photographs including three subsets, each of which has about 100K patches with $64 \times 64$ grayscales. In the experiment, we selected one subset consisting of 104K patches taken from Half Dome in Yosemite. We extracted 512-dimensional GIST feature vector for each patch and randomly partitioned the whole dataset into a training set with 98K patches and a testing set with 6K patches. The pairwise label $s^t$ is generated based on the matching information. That is, $s^t = 1$ if a pair of patches is matched; otherwise $s^t = -1$.

**22K LabelMe** [58]. It contains 22,019 images. In the experiment, each image was represented by 512-dimensional GIST feature vector. We randomly selected 2K images from the dataset as the testing set, and set the remaining images as the training set. To set the similarity label between two data samples, we followed [21], [27]: if either one is within the top 5% nearest neighbors of the other measured by Euclidean distance, $s^t = 1$ (i.e., they are similar); otherwise $s^t = -1$ (i.e., they are dissimilar).

**Gist1M** [59]. It is a popular large-scale dataset to evaluate hash models [20], [61]. It contains one million unlabeled data with each data represented by a 960-dimensional GIST feature vector. In the experiment, we randomly picked up 500,000 points for training and the non-overlapped 1,000 points for testing. Owing to the absence of label information, we utilize pseudo label information by thresholding the top 5% of the whole dataset as the true neighbors of an instance based on Euclidean distance, so every point has 50,000 neighbors.

**CIFAR-10 and Tiny Image 80M** [60]. CIFAR-10 is a labeled subset of the 80M Tiny Images collection [62]. It consists of 10 classes with each class containing 6k $32 \times 32$ color images, leading to 60K images in total. In the experiment, every image was represented by 2048-dimensional deep features, and 59K samples were randomly selected to set up the training set with the remained 1K as queries to search through the whole 80M Tiny Image collection.

For measurement, the mean average precision (mAP) [63], [64] is used to measure the performance of different algorithms, and mAP is regarded as a better measure than precision and recall when evaluating the quality of results in retrieval [63], [64]. All experiments were independently run on a server with CPU Intel Xeon X5650, 12 GB memory and 64-bit CentOS system.
B. Evaluation of the Proposed Methods

In the proposed models, there are three key parameters, namely $\beta$, $C$ and $T$. In this subsection, we mainly investigate the influence of these parameters. Additionally, we will observe the influence of the RBF kernel function on the proposed models.

As stated in the previous section, the initial projection matrix $W^1$ is randomly set based on Gaussian distribution, which is similar to the generation of $W$ in LSH [6]. Thus, such an initialization of $W^1$ is denoted by $W^1 = W_{LSH}$. For the similarity threshold, $\alpha$ is set to 0, because in most applications, the nearest neighbors of a given sample are looked up within 0 Hamming distance. The dissimilar ratio threshold, $\beta$, is set to 0.4 on CIFAR-10 and Gist 1M and set to 0.5 on the other two datasets. Besides, the code length $r$ is set as $r = 64$ in this section, and the RBF kernel is a default kernel used in the proposed models in the experiments. When a parameter is being evaluated, the others are set as the default values as shown in Table I.

![Fig. 2. mAP comparison results of OH with respect to different $\beta$ on all datasets. (Best viewed in color.)](image)

![Fig. 3. mAP comparison results of MMOH with respect to different $T$ on all datasets. (Best viewed in color.)](image)

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>THE DEFAULT VALUES OF THE PARAMETERS IN MMOH</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
<td>$T$</td>
</tr>
<tr>
<td>value</td>
<td>1</td>
</tr>
</tbody>
</table>

1) Effect of Dissimilarity Ratio Threshold $\beta$: As indicated in Eq. (3), $\beta$ is used to control the similarity loss on dissimilar data. A large $\beta$ means that dissimilar data should be critically separated as far as possible in Hamming space. Thus, a too large $\beta$ may lead to excessively frequent update of the proposed OH models. In contrast, a small $\beta$ indicates dissimilar data are less critically separated. Therefore, a too small $\beta$ may make the hash model less discriminative. Consequently, a proper $\beta$ should be set for the proposed online hashing models.

We investigate the influence of $\beta$ on OH on different datasets by varying $\beta$ from 0.1 to 0.9. Fig. 2 presents the experimental results. On all datasets, when $\beta$ increases, the performance of OH becomes better and better at first. However, when $\beta$ is larger than 0.5, further increasing $\beta$ may lead to performance degradation.

In summary, a moderately large $\beta$ is better on the other three datasets. Based on the experimental results, $\beta = 0.5$ is set as a default value for OH on Photo Tourism and 22K LabelMe datasets in the experiments below, and $\beta = 0.4$ is the default value for OH tested on GIST 1M and CIFAR-10 datasets.

2) Effect of the Number of Multiple Models $T$: Before the investigation about the effect of the number of models $T$ on MMOH, it should be noticed that when $T = 1$, MMOH degrades to OH. And when $T > 1$, we use the multi-index technique [65] to realize fast hash search. The influence of $T$ on MMOH is observed by varying $T$ from 1 to 4. Fig. 3 presents the experimental results of MMOH on the four datasets. From this figure, we can find that when more models are used (i.e., larger $T$), the performance of MMOH on most datasets except CIFAR-10 is always better. On 22K LabelMe and GIST1M, the improvement of using more models are more clear, and it is less on Photo Tourism. On CIFAR-10, MMOH seems not sensitive to different values of $T$. In summary, the results in Fig. 3 suggest that MMOH performs overall better and more stably when more models are used.

3) Effect of Margin Parameter $C$: In Eq. (10), $C$ is the upper bound of the $\tau^t$, and $\tau^t$ can be viewed as the step size of the update. A large $C$ means that $W^t$ will be updated more towards reducing the loss on the current data pair. In Theorem 2, a large $C$ is necessary to guarantee the bound on the accumulative loss for OH. In this experiment, the lower bound of $C$ in Theorem 2 was 0.017 since the maximum value $\sqrt{R(h^t, s^t)}$ was 8 and the minimum value of $F^2$ was 479.

The effect of $C$ on the mAP performance was also evaluated on all datasets by varying $C$ from $1E-5$ to $1E-1$. From Figure 4, we find that a larger $C$ (i.e., $C = 1E-1$) is preferred on all datasets. When $C$ increases from $C = 1E-5$ to $C = 1E-2$, the final performance of OH improves by a large margin on all...
datasets. Further increasing the value of $C$ can only slightly improve the final performance, especially on Photo Tourism, 22K LabelMe and Gist1M. We also find that the performance would nearly not change when setting $C > 1E-1$ as this value is larger than $\frac{\|w^T (g^T \cdot h^T)^{t}\|_F}{\epsilon^t(W^t)}$ for most $t$ we have investigated. Hence, $C = 1E - 1$ is chosen as a default value in the other experiments for OH.

Finally, we evaluated the effect of $C$ on the cumulative similarity loss experimentally. For this purpose, we took Photo Tourism dataset as example and ran OH over more than $10^6$ loops by varying $C$ from $1E - 5$ to $1E1$, where duplication of training data was allowed. The comparison result in Figure 5 shows how the cumulative similarity loss increases when the number of iteration rounds increases. The lowest cumulative loss is achieved by setting $C = 0.1$, which is the one larger but closest to the required lower bound value of $C$ (i.e., 0.017). When $C$ is too small, i.e. $C < 1E-3$, the cumulative loss grows strongly. This verifies that $C$ should be lower bounded in order to make the cumulative loss under control. If $C \geq 1E - 3$, the cumulative loss tends to increase much more slowly as shown in Figure 5.

C. Comparison with Related Methods

To comprehensively demonstrate the efficiency and effectiveness of the proposed OH and MMOH, we further compared it with several related hashing algorithms in terms of mAP and training time complexity.

1) Compared Methods: There is not much work on developing online hashing methods. To make a proper comparison, the following three kinds of hashing methods were selected:

(a) KLSH [9], a variant of LSH [6] which uses RBF kernel function to randomly sample the hash projection matrix $W$, is selected as the baseline comparison algorithm. This algorithm is a data-independent hashing method and thus considered as the baseline method.

(b) Five non-batch based hashing models were selected: LEGO-LSH [41], MLH [22], SSBC [48], OSH [47] and AdaptHash [50]. LEGO-LSH [41], another variant of LSH, utilizes an online metric learning to learn a metric matrix to process online data, which does not focus on the hash function learning but on metric learning. MLH [22] and AdaptHash [50] both enable online learning by applying stochastic gradient descent (SGD) to optimize the loss function. SSBC [48] and OSH [47] are specially designed for coping with stream data by applying matrix sketching [53] on existing batch mode hashing methods. Except AdaptHash and OSH, other three methods all require that the input data should be zero-centered, which is impractical for online learning since one cannot have all data samples observed in advance.

(c) Four batch mode learning hashing models were selected. One is the unsupervised method ITQ [19]. ITQ is considered as a representative method for unsupervised hashing in batch mode. Since OH is a supervised method, we selected three supervised methods for comparison in order to see how an online approach approximate these offline approaches. The three supervised methods are supervised hashing with kernel (KSH) [21], fast supervised hash (FastHash) [26] and supervised discrete hashing (SDH) [16]. KSH is a famous supervised hashing method to preserve the pairwise similarity between data samples. FastHash and SDH are two recently developed supervised hashing method in batch mode, where we run SDH for fast search the same as in [66].

2) Settings: Since MLH, LEGO-LSH and OH are based on pairwise data input, we randomly sampled data pairs in sequence from the training set. For OSH, the chunk size of streaming data was set as 1000 and each data chunk was sequentially picked up from the training sequence as well. Additionally, the key parameters in the compared methods were set as the ones recommended in the corresponding papers. For the proposed OH, the parameters were set according to Table I and the number of models $T$ is set to be 4 for MMOH.

3) Comparison with Related Online Methods: We compare OH with the selected related methods in two aspects: mAP comparison and training time comparison.

- mAP Comparisons

Fig. 4. mAP comparison results of OH with $C$ ranging from 0.00001 to 0.1. (Best viewed in color.)

Fig. 5. Cumulative similarity loss of OH with $C$ ranging from 0.00001 to 10. (Best viewed in color.)
First, we investigate the training time of different algorithms when the number of training samples increases. In this experiment, the hash bit length was fixed to 64 and the comparison result is displayed in Figure 7(b). From this figure, we find that when the hash code length increases, the accumulated training time of all methods almost increases linearly. However, it is evident that LEGO-LSH increases much faster than the other compared methods. In particular, OH, AdaptHash and MMOH increase the lowest, and in particular OH takes only 0.0015 seconds (using single thread run in a single CPU) for each pair for update.

2) Compared with LEGO-LSH and OH, the accumulated training time of other three methods are considerably much smaller. Specifically, when the number of samples is $8 \times 10^5$, the accumulated training time of LEGO-LSH is 10 times more as compared to MMOH and MLH. Besides, the time of OH is 2 times more as compared to MMOH and MLH and is 4 times more as compared to OH and AdaptHash.

3) The training time of MMOH and MLH is very similar. The training time of OH is slightly less than AdaptHash, and it is always the least one.

Second, we further investigate the training time of different methods when the hash code length increases, where the training sample size is fixed to be 80,000. The comparison result is displayed in Figure 7(b). From this figure, we find that:

1) When the code length increases, the accumulated training time of all algorithms increases slightly except LEGO-LSH. The training time of LEGO-LSH does not change obviously when the code length is larger than 24. This is because most of the training time was spent on the metric training, which is independent of the hash code length, while the generation of hash projection matrix in LSH costs very little time [41].
2) MMOH took considerably smaller accumulated training time than LEGO-LSH and OSH. This is because only a small part of hash bits are updated in MMOH, which reduces the time cost in updating.

3) Compared to MLH, MMOH took a little more time than MLH when the bit length is smaller than 64. However, when the bit length is larger than 64, the training time of MMOH becomes slightly less than that of MLH. This phenomenon can be ascribed to the fact that the time spent on selecting the hash model to preserve in MMOH does not heavily depend on the code length, and the time cost of updating hash model in MMOH grows slower than that in MLH.

4) OH took the least training time in all the comparison. The training time of AdaptHash is slightly higher. And the training time of OH and AdaptHash is only about half of the training time of MLH and MMOH.

From the above investigation, we can conclude that OH and MMOH are very efficient in consuming considerably small accumulated training time and thus are more suitable for online hash function learning.

4) **Comparison to Batch Mode Methods:** Finally, we compare batch mode (offline) learning-based hashing models. The main objective here is not to show which is better, as compare batch mode (offline) learning-based hashing models.

Figure 8 presents the comparison results on different hash code length varying from 16 to 128 on the four datasets. SDH is only conducted on Photo Tourism and CIFAR-10 as only these two datasets provides class label information. From this figure, it is evident that OH significantly outperforms KLSH when using different numbers of hash bits on all datasets. Specifically, when the code length increases, the difference between OH and KLSH becomes much bigger, especially on Photo Tourism and 22K LabelMe.

When compared with the unsupervised methods ITQ, OH outperforms it when the code length is larger than 32 bits over all datasets. These comparison results demonstrate that OH is better than the compared data-independent methods KLSH and the data-dependent unsupervised methods ITQ overall.

For comparison with three supervised methods, the mAP of MMOH is the highest on GIST 1M dataset, slightly higher than KSH and FastHash, when the code length is larger than 16 bits. KSH and FastHash have their limitation on this dataset. KSH cannot engage all data in training as the similarity matrix required by KSH is of tremendous space cost, and the Block Graph Cut technique in FastHash may not work well on this dataset as the supervised information is generated by the Euclidean distance between data samples. On the other three datasets, MMOH is not the best, but performs better than two unsupervised methods KLSH and ITQ. Indeed, from the performance aspect, when all labeled data are available at one time using OH and MMOH is not the best choice as compared to batch mode supervised hashing methods. However, OH and MMOH solve a different problem as compared to the supervised batch ones. OH and MMOH concern how to train supervised hashing model on stream data in an online learning framework, while the batch ones are not. A bound on the cumulative loss function is necessary for an online learning model while it is not necessary for batch mode methods. Hence, OH and MMOH have their unique merits.

VIII. CONCLUSION & DISCUSSION

In this paper, we have proposed an one-pass online learning algorithm for hash function learning called Online Hashing. OH updates its hash model in every step based on a pair of input data samples. We first re-define the hash function as a form of structured prediction and then propose a prediction loss function according to it. By penalizing the loss function using the previously learned model, we update the hash model constrained by an inferred optimal hash codes which achieve zero prediction loss. The proposed online hash function model ensures that the updated hash model is suitable for the current pair of data and has theoretical upper bounds on the similarity loss and the prediction loss. Finally, a multi-model online hashing (MMOH) is developed for a more robust online hashing. Experimental results on different datasets demonstrate that our approach gains satisfactory results, both efficient on training time and effective on the mAP results. As part of future work, it can be expected to consider updating the model on multiple data pairs at one time. However, the theoretical bound for online learning needs further investigation in this case.
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