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Abstract—A face image can be represented by a combination of
large-and small-scale features. It is well-known that the variations
of illumination mainly affect the large-scale features (low-frequency
components), and not so much the small-scale features. Therefore,
in relevant existing methods only the small-scale features are ex-
tracted as illumination-invariant features for face recognition,
while the large-scale intrinsic features are always ignored. In this
paper, we argue that both large-and small-scale features of a face
image are important for face restoration and recognition. Moreover,
we suggest that illumination normalization should be performed
mainly on the large-scale features of a face image rather than on
the original face image. A novel method of normalizing both the
Small-and Large-scale (S&L) features of a face image is proposed.
In thismethod, a single face image isfirstdecomposed into large-and
small-scale features. After that, illumination normalization is
mainly performed on the large-scale features, and only a minor
correction is made on the small-scale features. Finally, a normalized
face image is generated by combining the processed large-and
small-scale features. In addition, an optional visual compensation
step is suggested for improving the visual quality of the normalized
image. Experiments on CMU-PIE, Extended Yale B, and FRGC 2.0
face databases show that by using the proposed method signifi-
cantly better recognition performance and visual results can be
obtained as compared to related state-of-the-art methods.

Index Terms—Face recognition, illumination normalization, vi-
sual compensation.

I. INTRODUCTION

I T has been observed that illumination changes affect face
image variations more significantly than face identity

changes [1]. Both the face recognition vendor test (FRVT)
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2002 [2] and FRVT 2006 [3] have revealed that large varia-
tions in illumination can seriously affect the performance of
techniques for face recognition. Most existing methods for
face recognition such as principal component analysis (PCA),
independent component analysis (ICA), and linear discriminant
analysis (LDA) are sensitive to illumination variations [9].
Hence face illumination normalization is a central problem in
face recognition and face image processing as well, and many
well-known algorithms have been developed to tackle this
problem. These algorithms will be discussed, followed by our
proposed method.

A. Existing Algorithms and Analysis

Existing methods for illumination normalization can be
divided into two categories: i) extracting illumination insensi-
tive/invariant features, and ii) restoring frontal-illuminated face
image. Accordingly, Fig. 1 shows the development of illumi-
nation normalization1, and the two categories are described as
follows.

1) Category I: Extracting Illumination Insensitive Features:
In the earlier literature, researchers proposed to use simple
descriptors such as logarithmic transformation, edge map, and
image gradient for face recognition. These algorithms are easy
to implement but the improvement in terms of the recognition
rate is very limited. Recently, Zhang et al. developed a novel
technique called Gradientfaces by extracting the illumination
insensitive measure from the gradient domain [4]. In light of
the development of time-frequency analysis, many researchers
proposed to extract the illumination-insensitive features from
the frequency domain. In most cases, the high-frequency sub-
bands are used for recognition because they are insensitive to
illumination variations. Representative works include using
wavelet transform in Waveletface [40], extraction of Gabor
feature [14], using discrete cosine transform (DCT) [41], using
discrete Fourier transform (DFT) in the Spectroface [42], and
the dual-tree complex wavelet transform (DT-CWT)-based
method [5]. In the image space, the set of images under all
possible lighting directions for an object with a fixed pose
form a convex cone, which is called the illumination cone [23].
The illumination cone of a convex Lambertian object can be
approximated by a low-dimension linear subspace. Therefore,
many subspace-based methods have been proposed, such as
quotient image (QI) [17] and Spherical Harmonic Presentation

1Due to the space limitation, only some foundational and representative works
are listed in the figure. The given time in parentheses is mainly based on the
publication time of the literature, and it may not be the exact time when the
related work was proposed.

1057-7149/$26.00 © 2010 IEEE
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Fig. 1. Development of illumination normalization technologies on a face image: (a) Approaches for extracting the illumination-insensitive features.
(b) Approaches for restoring the frontal-illuminated face image.

[44]. Based on the locality of preserving a projection, the
proposed Laplacianfaces may also be used to reduce the effect
of illumination [43]. The subspace-based methods can be
effectively applied to tackle the illumination variation problem,
but large numbers of training samples are always required in
these methods.

The small-scale features of a face image are also considered
to be invariant to illumination changes. For a face image, we call
its small intrinsic structures as the small-scale features, (e.g.,
lines, edges and small-scale objects), and call its large intrinsic
structures, illumination and shadows cast by big objects as
the large-scale features. In many existing techniques, only the
small-scale features are extracted for face recognition in order
to avoid the illumination variation problem. Such methods
mainly include Land’s Retinex model [8] and its variants.
Based on the Retinex theory, a face image is decomposed into
its smoothed version and its illumination invariant features. To
obtain such decomposition, the total variation model, Gauss
filtering, weighted Gauss filtering, and wavelet transform are
employed in logarithmic total variation (LTV) model [11],
intrinsic image [45], self quotient image (SQI) [12], and log-
arithmic wavelet transform (LWT) [13], respectively. Among
the methods of extracting the illumination insensitive/invariant
features, the Retinex theory-based methods always perform
better than the others. However, the large-scale features of a
face image, which may also contain useful information for
recognition, are always discarded in these methods. Further-
more, without the large-scale features, it is certainly hard to
generate a frontal-illuminated image with a good visual quality.

2) Category II: Restoring Frontal-Illuminated Face Image:
There are other methods that aim at restoring the face image
with normal illumination, and these methods always perform il-
lumination correction directly on the original face image. Early
algorithms are used to make a simple gray-scale adjustment
on the face image, e.g., Gamma correction, histogram equal-
ization (HE), and histogram match (HM). The illumination
conditions of the processed image have not been considered
in these algorithms and it is difficult to attain satisfactory
results with them. In contrast, the relationships between face
images under different illumination conditions are investi-
gated and these relationships are utilized to normalize the
illumination in some advanced algorithms. Typical algorithms

include morphing face [21], shape from shading (SFS) [46],
linear lighting model-based illumination compensation [15],
shadow compensation [20], and illumination compensation by
truncating low frequency coefficients of DCT in the logarithm
domain [16]. Rational results can be produced by using these
algorithms, but a strict alignment upon a fixed shape model is
always needed. However, strict alignment is also challenging
under varying illuminations. Based on the illumination sub-
space theory, many relighting methods have been proposed,
e.g., quotient image (QI) relighting method [17], spherical
harmonic basis morphable model (SHBMM) [22], tensor face
[25], bilinear illumination model [24], Harmonic relighting
[49], and pixel-dependent relighting model [7]. By applying
these relighting algorithms, an image by simulating arbitrary
illumination conditions can be generated. In particular, the QI
relighting method [17] and the nonpoint light quotient image
relighting method (NPL-QI) [18], [33] rely on the assumption
that the quotient image, which is the ratio of albedo between
a test face and a given face, is invariant to illumination. In
summary, methods of restoring a frontal-illuminated face
image always process illumination normalization directly on
the original face image. However, this operation results in
distortion to the illumination-invariant features.

Besides the above two typical approaches, some other re-
searchers proposed to fuse the local and holistic features for face
recognition [26]–[29] against illumination variations. They pri-
marily focus on extracting and fusing multiple illumination-in-
sensitive features but still do not consider using large-scale fea-
tures for the normalization problem. Du et al. proposed wavelet-
based illumination normalization [30]. They applied HE on the
low frequency coefficients and enlarged the high frequency co-
efficient in a wavelet domain, and then obtained the normalized
face image by using the inverse wavelet transform. This method,
however, is not good for visual recovery because enlarging the
high frequency coefficients will distort the facial structure. Due
to the poor performance of HE for illumination normalization,
the overall performance of their method is unsatisfactory.

B. Novelty of the Proposed Method

It is known that the small-scale features are illumination-in-
variant facial features, thus they should be kept during the
illumination normalization process. As we will demonstrate
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later, the large-scale features contain useful information not
only for synthesizing a normalized face image with a resulting
good visual quality but also for obtaining a better recognition
performance. Therefore, for illumination normalization, both
large- and small-scale features should be used. However, how
to incorporate both small- and large-scale features meanwhile
keep or explore the intrinsic properties in both features is an
issue that needs to be tackled. We propose a new method to solve
the illumination problem in face restoration and recognition by
using both large- and small-scale features of a face image. More
specifically, we propose to normalize these features separately
by first decomposing an input face image into the large- and
small-scale features. Normalization is then performed mainly on
the large-scale features, and only a smoothness operation is per-
formed on the small-scale features. Finally, the processed large-
and small-scale features are combined to generate a normalized
face image. We show that two well-known techniques that in-
clude truncating DCT coefficients in the logarithmic domain
(LOG-DCT) [16] and nonpoint light quotient image (NPL-QI)
[33] can be significantly improved by incorporating the proposed
method. Our preliminary work was first reported in [47].

In addition, due to the great challenge of illumination normal-
ization in some tough situations, an optional but important step
of using the - [19] based method for visual
compensation is further suggested to enhance the visual quality
of a normalized image.

The rest of this paper is organized as follows: In Section II,
the novel illumination normalization method is presented. In
Section III, experimental results are shown. Finally, the conclu-
sion of this paper is given in Section IV.

II. PROPOSED ILLUMINATION NORMALIZATION METHOD

In many illumination normalization algorithms, the large-
scale features are discarded or all kind of features are processed
in a same way. In contrast, this paper focuses on developing a
novel method to process the small-and large-scale features sep-
arately for face illumination normalization. The overview and
each step of the proposed method are described in this section.

A. Motivation and Method Overview

Based on the Lambertian reflectance theory [39], the inten-
sion of a face image can be described by

(1)

where is the reflectance component (albedo) and is the il-
lumination effect. depends only on the surface material of an
object, so it is the intrinsic representation of a face image. Many
existing methods attempt to extract the reflectance component
for face recognition. Unfortunately, estimating from is an
ill-posed problem [34]. To solve this problem, Chen et al. pro-
posed a more practical model [11]. In this model, is denoted
as the albedo of large scale skin areas and background. Then,
based on (1), the following decomposition is obtained:

(2)

TABLE I
FACE RECOGNITION ON YALE B DATABASE,

USING ONLY THE LARGE-SCALE FEATURES

In this case, the term contains only the
small intrinsic structure of a face image, and contains not only
the extrinsic illumination and shadows cast by bigger objects,
but also the large intrinsic facial structure. In this paper, we call

the small-scale features and the large-scale features.
Based on the Lamberitian reflectance theory, illumination

variations mainly affect the low-frequency components of a
face image [17]. Accordingly, illumination variations mainly
affect the large-scale features of a face image and it is important
to retain the invariant features such as the small-scale features in
illumination normalization. Besides the extrinsic illumination
and shadows cast by bigger objects, the larger intrinsic facial
structures could also be present in the large-scale features.
This implies that large-scale features of different subjects
can be distinguished to a certain degree. To verify this point,
we conducted an experiment of face recognition using only
large-scale features as facial features. The frontal face images
of 10 objects from the Yale B database [23] were used in
the experiment.2 Each image was decomposed into small-and
large-scale features. Only the large-scale features were directly
used as facial features for recognition. For each subject, only
one frontal-illuminated image was registered as the reference
image, and the remaining images were treated as the query
images. The recognition results are shown in Table I. As shown,
for the images with small variations in illumination, i.e., in
Sets 1–2, quite high recognition rates of 96.67% and 85.83%
were obtained, respectively. For the images with extreme
illumination changes, i.e., on Sets 4–5, the recognition rates
are still much higher than the average expectancy, i.e., 10%.
The experimental results suggest that the large-scale features
contain a lot of useful information for face recognition. This
conclusion is also intuitively supported in Figs. 8 and 9 in
Section III-A, which show that the large-scale features present
the individual facial structures.

The above analysis suggests that both small-and large-scale
features are useful for face recognition and synthesis. There-
fore, finding a way of normalizing these features properly is
very important. Based on the decomposition in (2), illumina-
tion normalization could be performed on , while the small
intrinsic facial features could almost remain unchanged. Even
some necessary processing is required on , it is independent of
that on . To this end, we propose a new method for illumina-
tion normalization, which normalizes separately the large-and
small-features, as follows:

(3)

2Yale B database contains the images of 10 objects from Extended Yale B
database. More details will be introduced in Section III.
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Fig. 2. Block diagram of the proposed method.

Fig. 3. Examples of face image decomposition, where (a) is the original face image; (b) and (c) are the results by using LTV; (d) and (e) are the results by using
LWT; (f) and (g) are the results by using SQI. In these examples, (b), (d), and (f) are the large-scale features; (c), (e), and (g) are the small-scale features.

Fig. 2 shows a diagram of the proposed method. It consists of
five steps: namely (a) face image decomposition, (b) smoothing
on small-scale features , (c) illumination normalization on
large-scale features , (d) reconstruction of normalized im-
ages, and (e) visual compensation. It should be pointed out that
the step of visual compensation is not indispensable in some
cases, e.g., face recognition. The details of each step are dis-
cussed in Sections II-B–II-F

B. Face Image Decomposition

In this subsection, we demonstrate how a face image can be
decomposed into small-and large-scale features based on (2).
First, by taking logarithm transform on both sides of (2), we
have:

(4)

The logarithm transform turns the multiplicative model into an
additive one. Its advantages are two-fold: first, as an additive
model, classical image estimation/decomposition techniques
can be adopted; second, the logarithm of the luminance is a
crude approximation to the perceived brightness and therefore
the logarithm transform can partially reduce the effect of
lighting. The logarithm preserves the structures, therefore and

keep similar characters to and , respectively. To obtain
the decomposition in (4), we utilize the LTV model. LTV has
good capabilities of edge-preserving [11], so that it can extract

illumination-invariant features better than many other existing
methods. LTV estimates and as follows:

(5)

where is the total variation of , and is a scalar
threshold. In our experiments, we set for the image
of resolution size of 100 100. In (5), minimizing
would enable the level sets of to have simple boundaries, and
minimizing would ensure the approximation of
to . The interior-point second-order cone program (SOCP)
algorithm was used to solve (5) in [11]. In this paper, we adopt
the parametric maximum flow (PMF) algorithm [50] for the
computation of the TV model. The PMF algorithm produces
almost the same result as the SOCP algorithm, but its compu-
tation is much faster and is almost in real-time. After getting
and , and can be estimated as follows:

(6)

There are also other feature-extraction methods for image de-
composition, for example, the self quotient image (SQI) [12]
and LWT [13]. The results of face image decomposition by
different methods are illustrated in Fig. 3. It is worthy to note
that, LWT may bring in blocking effects due to the isotropy of
wavelet, and complex parameter selection is required for SQI.
As shown in Fig. 3, the large-scale features do contain the iden-
tification information of the original face.
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Fig. 4. Example of smoothing on small-scale features: (a) raw �; and
(b) smoothed � (i.e., � ).

C. Smoothing on Small-Scale Features

Since the estimation of reflectance is an ill-posed problem,
the LTV decomposition may also bring in some undesirable
results. As shown in Fig. 3, after face image decomposition,
some light spots may appear in the estimated small-scale fea-
tures . Although the influence of these spots might be ignored
for face recognition, it would have a negative effect on the visual
quality of the reconstructed image. For this reason, we perform
a threshold-average filtering on to enhance the visual results.

The threshold-average filtering is defined as follows: suppose
is the center point of a convolution region. The average

filter kernel will convolute only if , where is the
threshold. In our experiment, a 10 10 mask is used and the
is chosen individually for each , such that the values of 99%
of pixels are smaller than , and the values of the remaining 1%
are larger than . In other words, this threshold-average filtering
replaces the largest 1% values of by the local average value.
An example of the filtering result is illustrated in Fig. 4.

D. Illumination Normalization on Large-Scale Features

Recalling the discussion on (2), besides the extrinsic illumi-
nation and shadows cast by bigger objects, the larger intrinsic
facial structures could also be present in the large-scale features.
Therefore, the large-scale features also contain the illumina-
tion invariant facial features, as supported by the demonstrated
experiment in Section Section II. Furthermore, in order to pro-
duce the face image with a good visual quality, large-scale fea-
tures have to be used. For these reasons, the large-scale features
should be normalized, and the processing algorithm should be
selected properly to meet the goal of illumination normalization,
i.e., achieving good image quality or recognition performance.
In this paper, two algorithms, namely NPL-QI [33] and trun-
cating DCT coefficients in logarithm domain (LOG-DCT) [16]
are adopted for demonstration purposes. We will show why and
how these algorithms can be used to normalize the large-scale
features. We also claim and give justification that performing il-
lumination normalization by applying these algorithms mainly
on large-scale features is more effective than on the original face
image. The two mentioned algorithms are discussed below.

1) Applying NPL-QI: To restore a frontal-illuminated face
image with a good visual quality, we adopted the NPL-QI to
normalize the large-scale features . NPL-QI takes advantage
of the linear relationship between spherical harmonic bases and
PCA bases. It extends the illumination estimation from a single

point light source to any type of illumination condition and is
good for simulating face images under arbitrary illuminating
conditions.

The QI is defined as the ratio of albedo between a test face
and a given face [17]. Assume that all faces have the same sur-
face normal, and then the quotient image is equal to the image
ratio between a test image and the image of the given face under
the same lighting conditions. By modeling the illumination sub-
space using principal component analysis, the nonpoint light
quotient image of face is defined by:

(7)

where is the eigenvector matrix of a given
face under all lighting conditions, and is the
estimated lighting that is the solution of the following equation:

(8)

Here, can be regarded as illumination invariant and can be
used for face recognition.

When NLP-QI is performed on large-scale features, the large-
scale-feature quotient image is represented by:

(9)

Accordingly, in (9), is trained by using the large-scale fea-
tures of a given face. In our experiments, all face images are
only simply aligned. In order to obtain robust results, we sug-
gest that the average version of several faces is used as the given
face. By utilizing , the large-scale features with an arbitrary
illumination condition especially normal illumination condition
can be generated by:

(10)

where is the normal illumination trained by using the
large-scale features under a normal illumination condition. An
example of illumination normalization for is illustrated in
Fig. 5(b).

2) Applying LOG-DCT: LOG-DCT was developed based on
the theory that illumination variations mainly lie in the low-fre-
quency band. It has been suggested in [16] that the appropriate
number of DCT coefficients in the logarithm domain can be
used to approximate the illumination variations, and that these
DCT coefficients can then be truncated to reduce the effect of
illumination variation for face recognition. We demonstrate the
usage of LOG-DCT algorithm for preprocessing the large-scale
features.

For a face, and are the images under normal and varying
illumination conditions, respectively, and and are the
corresponding large-scale features, accordingly:

(11)

According to (2), we have:

(12)
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Fig. 5. Examples of illumination normalization on �: (a) raw �, (b) the � normalized by NPL-QI, and (c) the � normalized by LOG-DCT.

where and are the uniform illumination and incident illumi-
nation, respectively. Performing the logarithm transform yields
the following:

(13)

where is called the error term, which de-
scribes the difference between the uniform illumination and the
incident illumination in the logarithm domain. From (13), it can
be concluded that can be obtained from by subtracting the
error term in the logarithm domain. Assume that the DCT co-
efficients of are , ,

. Then, the inverse DCT is given by:

(14)

where is the normalization coefficient function. Since it is
assumed that illumination variations are mainly contained in
the low-frequency components, we can estimate the desired
uniform large-scale features by removing some low-frequency
components, and this is equivalent to setting low-frequency
DCT coefficients equal to zero:

(15)

In our experiment, low-frequency DCT coeffi-
cients around the origin of coordinates in the frequency domain
are set at zero. The results of illumination normalization on
by using this method are illustrated in Fig. 5(c). It should be
pointed out that LOG-DCT is not favorable for image restora-
tion due to the loss of some low-frequency information.

E. Reconstructing Normalized Image

According to (2), the normalized face image is finally re-
constructed by combining the normalized large-scale features

and the smoothed small-scale features :

(16)

Specifically, for the NPL-QI based normalization, the final nor-
malized image is obtained by:

(17)

Since and are not related to the individual identifi-
cation, we can use only as facial features for face
recognition.

F. Visual Compensation

After image decomposition, normalization of small-and
large-scale features, and reconstruction, some visual flaws may
appear in the normalized image. In order to further improve the
visual quality of the processed image, a visual compensation
operation should be considered.3 In this paper, we selected the

- technology for visual compensation. The
KPCA with preimage learning [19] is a well-known technique,
which has been widely applied to face image analysis, such
as image denoising [19], occlusion recovery and illumination
normalization [31], [51]. Compared to linear PCA, the KPCA
can process nonlinear structures and get better visual results. A
detailed introduction to - learning can be
found in Appendix. The basic procedure of -
algorithm is illustrated in Fig. 6.4 Particularly, we chose the reg-
ularized locality preserving learning (R-LPL) [32] for learning
the preimage, since R-LPL requires no iteration and avoids
numerical instability with unique solution.

In our experiments, we use the (nearly) frontal illuminated
face images (five images per person as illustrated in Fig. 7)
to train a kernel space and the KPCA subspace while main-
taining 95% of the energy. Each testing image recon-
structed by the previous four steps in our method is projected
onto the KPCA subspace to eliminate the visual flaws, where

3For face recognition, this may not be necessary, and the visual compensation
is only an optional processing.

4Since KPCA processes the data in the kernel feature space, a preimage
learning algorithm is always needed to estimate the preimage of the processed
data in the image space.
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Fig. 6. Process of ��������-�	
�� method for visual compensation, where � is the input image, ��� � � � � is the kernel mapping, � ��� 
is the projection of ���  onto the KPCA subspace, and � is the learned preimage of � ��� .

Fig. 7. Examples of training samples used for ���� � ���-�	
�� algorithm, i.e., the (nearly) frontal illuminated face images. (a) Images from CMU-PIE
database, (b) Images from Extended Yale B database.

TABLE II
SUBSETS OF EXTENDED YALE B [23]

we denote such a projection as . Then, the compen-
sated image is obtained through learning the preimage of
that projection.

III. EXPERIMENTAL RESULTS

The presented experiment aims to validate the following two
points: i) illumination normalization performed mainly on the
large-scale features outperforms that on the original face image;
and ii) large-scale features are useful for face image restoration
as well as face recognition, and should not be discarded.

Extended Yale B [23], CMU-PIE [35], and FRGC 2.0 [48]
face databases were selected for the evaluation. The images in
Extended Yale B were obtained from 38 individuals and cap-
tured under 64 different lighting conditions from nine views.
All face images were divided into five subsets according to the

angle between the light source direction and the camera axis, as
shown in Table II. In the experiment, we tested the algorithms on
the frontal face images from Extended Yale B, in total

images. The CMU-PIE database consists of 68 individ-
uals. For testing, we selected the frontal face
images under 21 different lighting conditions with background
lighting off. The FRGC 2.0 database consists of 50,000 images
captured from 625 subjects. The images were taken in different
periods, under controlled and uncontrolled environments, with
variations in illumination, expression, and ornaments (glasses).
The controlled images were taken in a studio setting, under two
lighting conditions and with two facial expressions. The uncon-
trolled images were taken in the varying illumination condi-
tions, e.g., hallways, atriums, and outside. Only 275 subjects
were selected in our experiment, each has five or more than
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Fig. 8. Examples of illumination normalization for images from Extended Yale B and CMU-PIE databases: (a) original face images, (b) small-scale features,
(c) large-scale features, (d) images normalized by NPL-QI, (e) images normalized by S&L (NPL-QI) without visual compensation, (f) images normalized by S&L
(NPL-QI) with visual compensation using PCA, (g) images normalized by S&L (NPL-QI) with visual compensation using ��������-�	
��, and (h) original
frontal-illuminated face images.

five controlled images and uncontrolled images with neutral ex-
pressions. Each selected image from the above-mentioned three
databases was simply aligned and resized to 100 100.

We compared our method with LWT [13], LTV [11], the
local binary patterns (LBP) [10], the direct LOG-DCT, and
the direct NPL-QI algorithms. As notations, S&L(LOG-DCT)
and S&L(NPL-QI) mean the specific algorithms by employing
LOG-DCT and NPL-QI, respectively, to normalize the large-
scale features in our method. The image quality assessment,
face recognition, and in-depth investigation for visual compen-
sation will be discussed, respectively, in Sections III-A–III-C.

A. Quality Assessment of the Normalized Image

In this experiment, we evaluate the related algorithms through
the quality assessment of the normalized images. As previously
discussed, the NPL-QI is favorable for face rendering and was

considered in our experiments. For NPL-QI and S&L(NPL-QI),
the average faces of 10 subjects from CMU-PIE were used to
train the illumination subspace for the experiment on Extended
Yale B; and the average faces of 10 subjects from Extended
Yale B were used to train the illumination subspace for the ex-
periment on CMU-PIE and FRGC 2.0. To evaluate the perfor-
mance of visual compensation by using the -
technique, we will show the results of S&L(NPL-QI) with and
without visual compensation. For the - al-
gorithm, the (nearly) frontal illumination images from different
databases were used to train the kernel matrixes and subspaces,
where for the Extended Yale B database, five images per sub-
ject from Set 1 with lighting angles of less than 12 were se-
lected. For the CMU-PIE database, the images under the 8th,
9th, 11th, 12th, and 20th lighting conditions were selected (as
shown in Fig. 7). Because FRGC 2.0 database does not specify
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Fig. 9. Examples of illumination normalization for images from FRGC 2.0 database: (a) original face images, (b) small-scale features, (c) large-scale features,
(d) images normalized by NPL-QI, and (e) images normalized by S&L (NPL-QI) without visual compensation. The left four columns are the controlled images,
and the right four ones are the uncontrolled images.

the frontal-illuminated images, we did not perform the visual
compensation on the images of this particular database.

We first compared the visual results of different methods.
Figs. 8 and 9 illustrate the image decomposition results and the
normalized results by applying different methods. As shown, by
applying direct NPL-QI algorithm, the normalized faces lose
some facial details, such as the edges and some textures. In
contrast, our method removes the shadows and preserves much
more intrinsic facial structures, no matter whether the illumina-
tion variations are large or not. Even though some visual flaws
were observed, much better results were obtained for all test
images by applying our method than the direct NPL-QI. An-
other interesting observation is that, for an input face image with
closed eyes, the NPL-QI always outputs a normalized image
with open eyes, while our method is able to maintain the orig-
inal status of eyes (see the 1st, 4th, and 8th columns of Fig. 9).

The - based visual compensation helps re-
move some visual flaws such as light spots or corrupted blocks.
In comparison, the results of PCA-based visual compensation
are also shown in Fig. 8. By using PCA, the compensated results
are fine in most cases; however, some faces are blurred or even
distorted. This further strengthens the superiority of using the

- method as visual compensation. In order
to quantify the visual results, two kinds of typical image quality
assessments, namely peak-signal-to-noise-ratio (PSNR) [6] and
picture quality scale (PQS) [36] were used. PSNR is a kind
of information-theoretic based assessment, and PQS is a kind
of structure-based assessment. PQS is based on the perceptual
properties of human vision and on extensive engineering expe-
rience with the observation of image disturbances due to image

coding. It takes into account the properties of visual perception
for both global features and localized disturbances. For each
normalized image, we used the true frontal-illuminated image
of the same individual as the reference image and computed the
PSNR and PQS. A larger PSNR (PQS) value indicates a better
visual quality of the normalized image. The average results from
all test images from Extended Yale B and CMU-PIE databases
with respect to different illumination conditions are reported in
Figs. 10 and 11. As shown, the algorithms based on our method
achieve higher PSNR and PQS values than the direct NPL-QI,
regardless of visual compensation. Also, the visual compensa-
tion based on - gets better results than that
based on PCA.

In summary, the above experimental results verify that when
illumination normalization is mainly performed on the large-
scale features rather than the original face image, a better vi-
sual quality of the reconstructed image can be obtained. The
Section III-B will show that, along this approach, the recogni-
tion performance can also be improved.

B. Face Recognition Based on a Single Image

In this section, the face recognition results are reported. For
each subject in the Extended Yale B and CMU-PIE databases,
only a single image under the frontal-illuminated condition was
registered as the reference (gallery) image, and the remaining
images were treated as the query (probe) images. For the FRGC
2.0 database, the face recognition was performed in two sub-
sets, i.e., controlled and uncontrolled subsets. For each subject,
one controlled (uncontrolled) image was used as the reference
image, and four controlled (uncontrolled) images were used as
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Fig. 10. Quality assessment of normalized images on Extended Yale B database: (a) the results evaluated by PSNR, and (b) the results evaluated by PQS.

Fig. 11. Quality assessment of normalized images on CMU-PIE database: (a) the results evaluated by PSNR, and (b) the results evaluated by PQS.

TABLE III
COMPARISONS BETWEEN DIFFERENT METHODS FOR FACE RECOGNITION ON DIFFERENT DATABASES

the query images. All reference and query images were pro-
cessed by the same illumination-normalization algorithm and
then used for recognition. Since our experiments focus on the
effects of illumination normalization, the original pixel values
of the normalized images were used as facial features for recog-
nition, without further feature extraction or dimension reduc-
tion. For classification, the nearest neighbor (NN) classifier was
selected, where the normalized correlation was used as the sim-
ilarity metric.

We compared our two proposed algorithms, namely
S&L(LOG-DCT) and S&L(NPL-QI), with direct LOG-DCT
and NPL-QI. Also, as the state-of-the-art feature extraction

algorithms, LWT, LTV, and LBP were included for compar-
ative purposes. According to [16], for the algorithms using
LOG-DCT, the logarithm images were directly used for recog-
nition, i.e., the inverse logarithm transform step was skipped.
For recognition, the optional visual compensation step was not
used in our method and this will be discussed in Section III-C.
Each method for face recognition was evaluated in the identifi-
cation and verification modes.

The recognition rates of face identification by different
methods are tabulated in Table III. As shown, the algorithms
based on our method, S&L(LOG-DCT) and S&L(NPL-QI)
(without visual compensation), respectively, produced higher
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Fig. 12. ROC curves on (a) and (c): Extended Yale B database, and (b) and (d): CMU-PIE database.

recognition rates than direct LOG-DCT and NPL-DCT. Algo-
rithms such as LWT and LTV only use the small-scale features
for face recognition and they discard the large-scale features.
It was experimentally verified in [11] that the LTV model
outperformed several popular algorithms for face recognition,
such as quotient illumination relighting (QIR) [37], QI [17],
and SQI [12]. However, intrinsic facial structures in large-scale
features which could also be invariant to illumination are
omitted by LTV. Different from LTV and LWT, our method
does preserve more invariant large-scale features. Table III
shows that S&L(LOG-DCT) gets higher recognition rates
compared to LTV and LWT on all databases. Except for the
Set 5 of the Extended Yale B databse, the S&L(NPL-QI) also
gets higher recognition rates than LTV and LWT. These results
verify that small-scale features contain inadequate information
for face recognition, while large-scale features are also useful
for recognition and they should not be neglected. It is surprising
that LBP gets the highest recognition rate for the controlled
face images on the FRGC 2.0 database. This could be because
other methods directly use the original pixel values as facial
features, which inevitably reduces the recognition performance
on a poorly aligned database such as FRGC 2.0. However,
the recognition performance of LBP seriously drops on other
subsets/databases with large lighting changes. This shows that
LBP is sensitive to lighting changes.

Here, we also report the face recognition results in the veri-
fication mode. The ROC curves [38], which show the false ac-

cept rate (FAR) versus face verification rate (FVR), are illus-
trated in Figs. 12 and 13 for evaluating the face verification
performances. The figures show that the algorithms based on
our method obtain better verification performances than those
directly applied on the original face images. Furthermore, sig-
nificant improvements were obtained by S&L(LOG-DCT) or
S&L(NPL-QI) against LTV.

C. Some In-Depth Discussions About Visual Compensation

In Section III-A, we have shown that visual compensation
can improve the visual quality of the normalized images. In this
section, we investigate the visual compensation step for face
recognition. We suggest that the visual compensation step could
be unnecessary for face recognition during the discussion in
Section II-A. To verify this, we report the recognition results
of S&L(NPL-QI) with visual compensation. Table IV shows
the recognition rates and Fig. 14 displays the ROC curves.5 All
identification and verification results show that by adding visual
compensation, the recognition performance is reduced rather
than improved. One reason is that images of good visual quality
could be locally smoother, so that the local discrepancy between
face images of different objects becomes smaller. This indicates
that a good visual quality may not lead to a good recognition

5The ����-����-�	
�� technology needs several well-illuminated im-
ages per subject for training and we did not include these images in the testing
sets for recognition. Other experimental settings were the same as those used in
Section III-B.
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Fig. 13. ROC curves on (a) and (c): Controlled subset of FRGC 2.0 database, and (b) and (d): Uncontrolled subset of FRGC 2.0 database.

Fig. 14. ROC curves of using/not-using visual compensation on (a) Extended Yale B database, and (b) CMU-PIE database.

TABLE IV
COMPARISONS OF USING/NOT-USING VISUAL

COMPENSATION FOR FACE RECOGNITION

performance. Hence, visual compensation is an optional step in
our method.

IV. CONCLUSION

A novel technique for face illumination normalization has
been developed in this paper. Rather than performing illumi-
nation normalization on the original face image or only using
small-scale features while discarding the large-scale features,
the proposed method performs illumination normalization sep-
arately on both large-and small-scale features of an image. In
particular, we show that the large-scale features of face im-
ages are significantly important and useful for both face recog-
nition and face restoration. Moreover, we demonstrate that il-
lumination normalization should be mainly performed on the
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large-scale features rather than the original face image. By uti-
lizing the proposed method, experimental results on Extended
Yale B, CMU-PIE, and FRGC 2.0 databases are encouraging.

The proposed method includes five steps, namely image de-
composition, correction of small-scale features, normalization
of large-scale features, reconstruction, and visual compensation.
These steps are all important and each of them could affect the
subsequent ones. In the future, we will work on the improve-
ment of operations for each step in our method, particularly
for image decomposition and the normalization of large-scale
features. Furthermore, the proposed method may be extended
to face aging and expression issues, where the age-or expres-
sion-invariant facial features should be extracted and preserved.

APPENDIX

THE R-LPL BASED ALGORITHM:
The preimage learning in kernel methods is a way to learn the
preimage of a kernel feature point in the original input space,
for example, the frontal-illuminated image space as in this
paper. In the following paragraphs, we describe the procedure
of preimage learning in KPCA, which can also be found in
Fig. 6. A more detailed introduction can be found in [32].

Let be the input image space and be the Re-
producing Kernel Hilbert Space associated with kernel

, where , , and is an implicit
mapping induced by kernel such that . In
this paper, the RBF kernel ,

was used. Let be the projec-
tion of onto the subspace produced by a linear PCA.
Suppose are training samples and

is the data matrix and the mean
value in the kernel feature space, where

. We denote
as the transform of the principal component subspace. Then,
for any , the projection of onto the kernel PCA

subspace is represented by:

(18)

where is the kernel matrix, is the matrix such that
, , and

(19)

After computing the projection , i.e., the processed
image feature in the high dimensional space, the task of
preimage learning in kernel methods is to find its preimage

such that .
Inspired by manifold learning, R-LPL treats as a high di-

mensional space and as its low dimensional space. The ap-
proximate preimage of can be treated as an embedding
point of in . Let be its ( in
our experiments) distinct nearest neighbors from the training set

in the kernel feature space. R-LPL first learns the local linear re-
construction weights as follows:

where ( in our experiments) is a regular-
ized parameter and . Note that

have their exact preimages in the
input image space , respectively. By preserving the local
linear reconstruction relationship, the preimage of is
found by:

(21)
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