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Abstract

Pre-trained vision-language models (VLMs) have ad-
vanced out-of-distribution (OOD) detection recently. How-
ever, existing CLIP-based methods often focus on learning
OOD-related knowledge to improve OOD detection, show-
ing limited generalization or reliance on external large-
scale auxiliary datasets. In this study, instead of delv-
ing into the intricate OOD-related knowledge, we pro-
pose an innovative CLIP-based framework based on Forced
prompt leArning (FA), designed to make full use of the In-
Distribution (ID) knowledge and ultimately boost the ef-
fectiveness of OOD detection. Our key insight is to learn
a prompt (i.e. forced prompt) that contains more diversi-
fied and richer descriptions of the ID classes beyond the
textual semantics of class labels. Specifically, it promotes
better discernment for ID images, by forcing more notable
semantic similarity between ID images and the learnable
forced prompt. Moreover, we introduce a forced coeffi-
cient, encouraging the forced prompt to learn more com-
prehensive and nuanced descriptions of the ID classes. In
this way, FA is capable of achieving notable improvements
in OOD detection, even when trained without any exter-
nal auxiliary datasets, while maintaining an identical num-
ber of trainable parameters as CoOp. Extensive empir-
ical evaluations confirm our method consistently outper-
forms current state-of-the-art methods. Code is available
at https://github.com/0xFAFA/FA.

1. Introduction

AI models often encounter Out-of-Distribution (OOD) sam-
ples [14, 25, 28, 38], which differ from the distribution of
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Figure 1. Comparison of CLIP-based OOD detection methods.
Existing methods focus on OOD-related knowledge to learn a
complex ID/OOD decision boundary as shown in the orange area
in (b). In contrast, our FA aims to fully exploit ID knowledge
by forcing the model to learn richer descriptions of the ID classes
beyond the textual semantics of class labels. These richer descrip-
tions of the ID classes compared to the reference text allow better
discernment of ID/OOD samples (orange vs. blue area in (a)).

the training data, when deployed in real-world applications.
Detecting OOD data is vital for the reliability of AI systems.
This problem becomes harder in fields like intelligent diag-
nosis, where only a small amount of labeled data is avail-
able, motivating the problem of few-shot OOD detection.

To tackle the OOD detection problem, previous single-
modal post-hoc methods [14, 16, 24, 27, 41] achieve notable
success based on a model pre-trained on the ID dataset.
However, they come with limitations, such as requiring sub-
stantial computational resources and annotation costs for
training, which hinder the performance of few-shot OOD
detection. With the development of large pre-trained vision-
language models (VLMs) like CLIP [37], few-shot OOD
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detection has achieved remarkable performance. Most of
the CLIP-based OOD detection methods [30, 32] focus on
leveraging the powerful generalization capability of CLIP
to improve OOD detection.

Recent CLIP-based OOD detection methods [1, 11, 23,
33, 34, 46, 48] aim to learn OOD-related knowledge to
improve OOD detection performance. For example, re-
cent CLIP-based works [11, 46] improve OOD detection
by relying on training on external large-scale auxiliary
datasets, which entails significant resource overhead. To
eliminate dependence on external datasets, existing meth-
ods [1, 33, 48] learn OOD-related knowledge from exposed
outliers based only on ID training data, such as background
regions in ID training images. However, these OOD fea-
tures extracted from specific regions are difficult to match
with infinite OOD data encountered in practice. More-
over, some methods [23, 34] aim to learn negative prompts
semantically opposite to the ID class labels, while these
limited negative prompts are often insufficient to capture
the distinctions between the diverse and numerous OOD
data and the ID data. Overall, improving OOD detection
by learning OOD-related knowledge shows inherent limita-
tions or requires significant computational resources as well
as labor costs. Inspired by the method [44] for open-set
recognition, which demonstrates that enhancing closed-set
accuracy can typically improve open-set recognition capa-
bilities, we are motivated to explore ways to improve the
identification of ID images, thereby enhancing OOD detec-
tion performance.

In this paper, rather than focusing on the intricate OOD-
related knowledge, we propose a novel CLIP-based frame-
work based on Forced prompt leArning (FA), which aims
to fully exploit the ID knowledge and ultimately improve
OOD detection. Our key insight is to learn a prompt that
contains richer knowledge beyond the textual semantics of
class labels. It facilitates advanced discernment for ID im-
ages, by forcing higher semantic similarity between ID im-
ages and the learnable prompt (i.e. forced prompt), which
provides more diversified and richer descriptions of the ID
classes. In this way, FA can achieve significant improve-
ments in OOD detection performance, even when trained
without any additional external data, while maintaining the
same number of learnable parameters as CoOp [54].

Specifically, we introduce a novel forced prompt along
with the original prompt, both of which are initialized iden-
tically. FA preserves the generalization capability of the
VLMs (i.e. CLIP) by freezing the original prompt and op-
timizing a trainable copy (i.e. forced prompt). In particu-
lar, the forced prompt treats the original prompt as a ref-
erence, while forcing the text features associated with the
forced prompt to be more salient compared to those asso-
ciated with the original prompt. In this way, it effectively
improves the OOD performance even without sacrificing

the ID classification capability of the model. Additionally,
we introduce a forced coefficient, encouraging the forced
prompt to learn more comprehensive connotations. Exper-
imentally, FA achieves superior few-shot OOD detection
performance across diverse OOD benchmarks. Compared
to current SOTA methods [48] that focus on learning OOD-
related knowledge, our method significantly reduces the av-
erage FPR95 score from 31.62% to 27.81% and improves
the average AUROC from 92.01% to 93.26% even in 1-shot
OOD detection on ImageNet-1k. The main contributions
are summarized as follows:

• We propose a simple yet effective framework, which fully
exploits the ID knowledge to improve OOD detection
without focusing on intricate OOD-related knowledge.

• We present a Forced prompt leArning (FA) strategy to
exploit richer knowledge beyond the textual semantics of
class labels.

• We evaluate our method on diverse OOD benchmarks,
showing that our model consistently outperforms current
state-of-the-art methods.

2. Related work

Prompt Learning. In recent years, pre-trained vision-
language models (VLMs) such as CLIP [37] have demon-
strated powerful few-shot learning capabilities in both vi-
sual and textual domains. However, the design of the
prompt greatly affects the performance of VLMs for down-
stream tasks, which may require manually crafting numer-
ous prompts. Inspired by prompt learning studies in natu-
ral language processing (NLP) [26], CoOp [54] uses a set
of learnable context vectors to transfer CLIP for specific
downstream tasks, becoming a pioneering method for sub-
sequent studies [4, 33, 53]. Currently, prompt learning is
widely used in OOD detection mainly to represent various
OOD-related knowledge. In this work, we learn the forced
prompt, which contains richer descriptions of the ID classes
to improve OOD detection.
Out-of-Distribution Detection. Conventional methods
explore OOD detection for single-modal models. One line
of studies designs score functions to differentiate ID and
OOD data based on output from the pre-trained models,
such as logit output [14, 16, 24, 27] or outputs from the
penultimate layer [22, 41, 42, 50]. These methods are called
post-hoc methods. Another line of studies [9, 10, 18, 31, 39,
43, 55] adopts various training strategies to learn a reliable
decision boundary between ID and OOD data.

Recently, the development of OOD detectors based on
VLMs, especially CLIP, has received much attention as
VLMs have demonstrated their remarkable generalization
capability in both visual and textual domains. Some stud-
ies leverage real outlier information from external auxiliary
OOD datasets [11, 46] or extensive corpora [5, 20] to pro-
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Figure 2. Overview of the proposed FA framework. Our framework includes the learnable forced prompt and the frozen original prompt,
both of which are initialized identically by a manual template “a photo of a [class-c]”. The learnable forced prompt treats the frozen
original prompt as a reference, forcing its text features to become more salient compared to those generated by the original prompt. The
richer and more diversified description of ID classes learned by FA can ultimately improve OOD detection.

mote OOD detection. However, this is impractical in real-
world scenarios, where outliers are infinite and agnostic.
To eliminate the dependence on external data, recent meth-
ods [1, 23, 32, 33, 48] were developed under the assumption
that only ID data are available. As a representative zero-shot
method that only uses available ID labels, MCM [30] em-
ploys softmax scaling to align visual features with ID text
concepts for OOD detection. GL-MCM [32] further intro-
duces a local maximum concept matching(L-MCM) score
to improve the separability of the local information. Com-
pared with zero-shot methods, which may undergo a do-
main gap with ID downstream data, prompt learning meth-
ods achieve better OOD detection performance with access
to few-shot ID samples. For prompt learning OOD detec-
tion methods, LoCoOp [33] and SCT [48] keep the textual
embeddings of ID classes away from ID-irrelevant local re-
gion embeddings in the multi-modal embedding space by
their proposed entropy maximization strategy, which en-
sures that OOD embeddings can be dissimilar to any tex-
tual embedding of ID classes. To detect challenging OOD
samples to improve OOD detection, ID-like [1] explores
the vicinity of ID samples to construct OOD samples cor-
related to the ID and refines the additional “ID-like” text
embeddings to fine-grained differences. In addition, Neg-
Prompt [23] and LSN [34] introduce the negative conno-
tations of ID categories which can be represented by addi-
tional negative prompts, enabling more accurate detection
of OOD samples. Overall, various OOD-related knowledge
is commonly adopted to address the model’s overconfidence
in current research. In this work, we focus on leveraging ID
knowledge to improve OOD detection, instead of exploring
complex OOD-related knowledge.

3. Preliminaries
Prompt Learning with CLIP. CLIP contains an image en-
coder f(·) and a text encoder g(·), designed to extract fea-
tures from images and text descriptions respectively. Gen-
erally, for an ID dataset which contains C categories, the
hand-crafted prompt ûc “a photo of a [class-c]” is de-
signed to match images, where class-c represents the class
name. Formally, these prompts are individually encoded in
t̂c = g(ûc) ∈ Rd×1, c = 1, ..., C. Given an image x, it can
be encoded in z = f(x) ∈ Rd×1. Because image features
and corresponding text features are aligned on the multi-
modal embedding space, the cosine similarity cos(z, t̂c) of
z and t̂c can represent the matching degree between the im-
age x and text description ûc. Therefore, if the text feature
tc of class c has the highest similarity to z, the image x will
be considered to be class c.

To effectively transfer CLIP to downstream image recog-
nition tasks, CoOp [54] sets a portion of tokens in the
text prompt as continuous learnable parameters. Con-
cretely, CoOp initializes the text prompts as uc =
[v1, · · · ,vL,wc], c ∈ {1, · · · , C}, where L is the length
of the prompt’s tokens, vi (i ∈ {1, ..., L}) is the learnable
vector with the same dimension as the word embedding and
wc is the word embedding for the class name of class c.
The text prompt uc is encoded into features tc = g(uc).
Together with the image feature z, the probability for the
image x to be classified into class c is defined as

p(y = c |x) = ecos (z,tc)/τ∑C
j=1 e

cos (z,tj)/τ
, (1)

where τ is a fixed temperature scaling hyper-parameter.
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Overall, the prompt’s tokens can be trained to align with
training data by minimizing the cross-entropy loss with the
prediction probability from Eq.(1).
OOD Detection. In the OOD detection task, the model is
expected to determine whether a test image belongs to one
of the learned ID classes. Therefore, OOD detection can
be seen as a binary classification problem to distinguish ID
images from OOD images in a test set Dtest as follows

D(x) =

{
1, if S(x) ≥ µ

0, if S(x) < µ
, (2)

where x ∈ Dtest, 1 and 0 respectively indicate that x is
classified as the ID class and the OOD class by the OOD
detector D(·), S(·) is certain score function, and µ is a pre-
defined threshold constant.

4. Methodology
4.1. Overview
In this study, we propose a novel CLIP-based framework
based on Forced prompt leArning (FA), designed to fully
exploit the ID knowledge from few-shot ID samples by
forcing the prompt to learn richer knowledge beyond the
textual semantics of class labels. As shown in Fig. 2, we
introduce a forced prompt along with the original prompt,
both of which are initialized with the same semantics. By
freezing the original prompt and optimizing a trainable
copy, ID images will show higher semantic similarity to
the forced prompt compared to the original prompt. More-
over, to encourage descriptions of ID classes learned by the
forced prompt to become more detailed and comprehensive,
we also introduce a forced coefficient. During testing, the
model is capable of effectively distinguishing between ID
data and OOD data, benefiting from the diversified descrip-
tions of the ID classes provided by the forced prompt.

4.2. Forced prompt learning
Merely the semantic information conveyed by class names
is insufficient to comprehensively encompass the discrimi-
native information of each class. In order to explore richer
semantic descriptions of the ID classes beyond the textual
semantics of class labels, a novel forced prompt along with
the original prompt is proposed. To implement the above
objective, we introduce a simple yet effective training strat-
egy using the forced cross-entropy (FCE) loss based on the
forced prompt as follows

LFCE = E(x,yc)∼DID
train

− log
es

f
c /τ∑C

j=1 e
sfj /τ +

∑C
j=1 e

soj/τ

 ,

(3)
where the ID training dataset DID

train consists of ID image-
label pairs (x, yc) , sfj = cos (z, tfj ) and soj = cos (z, toj)

represent the similarity between the image feature and the
prompt feature corresponding to the forced prompt and the
original prompt, respectively.

Based on this loss function, the ID image features will
be forced to show higher cosine similarity to the learnable
forced prompt compared to the original text prompt. This
is because the cosine similarity between the ID image fea-
tures and the original text prompt is already high before any
further prompt learning. Consequently, the forced prompt
is forced to uncover richer discriminative information of ID
classes, so that the text features of the forced prompt achieve
a higher cosine similarity with the image features compared
to those of the original prompt. Benefiting from this in-
formation specific to the ID classes, the cosine similarity
between the image features of an OOD image and the text
features of both prompts may exhibit less distinction com-
pared to those of the ID data. Therefore, even when trained
without any reliance on external auxiliary datasets, the de-
tector will have a notable capability to distinguish ID data
from OOD data.

However, this naive FCE loss may not work effectively
because of its inherent limitations. Concretely, employing
random initialization for both prompts fails to fully leverage
the semantic information provided by CLIP’s prior knowl-
edge, resulting in limited performance. To solve this lim-
itation, we propose to initialize the forced prompt using
the manual template (i.e. “a photo of a [class-c]”) identi-
fied to the original prompt. In this way, both prompts with
manual initialization will have clear semantic information
compared to random initialization, thereby improving the
model’s generalization capability. Specifically, the class
labels are utilized in both prompts by concating with the
prompt embedding to provide foundational semantic infor-
mation related to the category names, based on CLIP’s prior
knowledge. In particular, for the forced prompt, we adopt
the shared learnable vector across all classes rather than the
independent learnable vector for each class. This choice
is inspired by CoOp [54], which demonstrates that using
an independent learnable vector mostly underperforms the
shared learnable vector in challenging low-data scenarios
since the former has more parameters and requires more
data for training. Formally, we utilize the embeddings of
the manual template to initialize the prompt’s embeddings
of both prompts, formulated as uc = [v1, · · · ,vL,wc], c ∈
{1, · · · , C}, which will be fed to the text encoder to obtain
prompt feature tc (see Section 3). Here, L is the length
of the token (e.g., for the “a photo of a”, L = 4). Then
we freeze the original prompt and the class label part of
both the prompts to preserve the generalization capability
of CLIP, while only making the forced prompt learnable.
Note that our method effectively improves OOD detection
performance while maintaining consistency with CoOp in
the number of learnable parameters without leveraging ad-
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ditional learnable prompts, unlike existing work [1, 23, 34].
Although the above prompt design achieves moderate

performance, relying solely on a single original prompt as a
reference is somewhat insufficient to develop a comprehen-
sive capability, particularly with the limitations of ID data
(e.g., few-shot OOD). To encourage the forced prompt to
capture more comprehensive and nuanced descriptions of
the ID classes, we introduce a forced coefficient K (K ≥
0,K ∈ N), which indicates the intensity with which the
model is compelled to learn from the data. Formally, we
first derive the original text features {to1, · · · , toC} from the
original prompt and the image features z from the corre-
sponding image. Then, we compute the cosine similarity
between the original text features and the image features
for K iterations, which will be used in the subsequent com-
putation of the cross-entropy loss function. Notably, when
K = 0, no original prompt is used, and the model operates
equivalently to CoOp. Based on the forced coefficient, we
refine Eq.( 3) as follows

LFCE−K = E(x,yc)∼DID
train

− log
es

f
c /τ∑C

j=1 e
sfj /τ +K

∑C
j=1 e

soj/τ

 .

(4)
Based on this function, the cosine similarity between the ID
image features and the text features of the forced prompt
must become more salient as the coefficient K increases.

4.3. Model inference
During model inference, for the downstream classification
task, we adopt the same strategy as CLIP, depending solely
on the forced prompt [1]. For the OOD detection task, our
method can be flexibly combined with different score func-
tions, such as the MCM [30] score and the GL-MCM [32]
score. The MCM score is defined as the maximum similar-
ity between the global image features zg (i.e. z) and all text
features tac (i.e. the concatenation of text features tfc and toc)
after applying softmax with temperature τ0, i.e.,

SMCM(x) = max
c

ecos (z
g,tac )/τ0∑C

j=1 e
cos (zg,tfj )/τ0 +Kecos (z

g,toj )/τ0
,

(5)
while the GL-MCM score simultaneously considers both
global and local features, which can be expressed as

SGL-MCM(x) = SMCM(x) + SL-MCM(x), (6)

SL-MCM(x) = max
i,c

ecos (z
l
i,t

a
c )/τ0∑C

j=1 e
cos (zl

i,t
f
j )/τ0 +Kecos (z

l
i,t

o
j )/τ0

,

(7)
where zli(i ∈ {1, · · · , N}) represents N extracted local fea-
tures generated by CLIP’s image encoder [32, 33]. We set
τ0 = 1 during model inference.

5. Experiments

5.1. Experimental details
Datasets. We use a popular benchmark for conven-
tional OOD detection [19, 30, 32, 33], where ImageNet-
1k [7] serves as the ID dataset, and the OOD datasets
are iNaturalist [17], SUN [47], Places [52], and Tex-
ture [6]. Moreover, inspired by existing studies [1, 2],
we use datasets like OpenImage-O [45], NINCO [2], and
ImageNet-O [15], which are cleaner and more realistic, to
simulate the more challenging OOD detection. Besides, we
also utilized other widely adopted datasets for few-shot set-
tings as ID datasets [49, 51, 54], which include Standford-
Cars [21], UCF101 [40],Caltech101 [12], Flowers102 [35],
EuroSAT [13], FGVCAircraft [29], OxfordPets [36], and
Food101 [3], considering factors such as image resolution
and the number of classes.
Setup. Following previous studies [33], we use the ViT-
B/16 [8] as the backbone model. For our model, when
using ImageNet-1k as the ID dataset, the epochs are re-
spectively set to 30 and 50 for the 1-shot and 16-shot set-
tings, while for other ID datasets, we set the epoch to 200
following CoOp [54]. The value of forced coefficient K
is uniformly set to 3, which will be further discussed in
the sensitivity study. Other hyperparameters are as fol-
lows: learning rate = 2e-3, batch size = 160, SGD (momen-
tum = 0.9, weight decay = 5e-4) as the optimizer with a co-
sine scheduler, τ = 1 in Eq.(3) and Eq.(4). All experi-
ments on our model can be conducted on a single Nvidia
A30 GPU. The average experiment results (including our
reproductions) over four runs are reported for comparison.
Comparison Methods. To validate the effectiveness of our
FA fairly, we mainly compare it with CLIP-based OOD de-
tection methods that do not use real outliers (e.g. OOD la-
bels). For previous post-hoc methods, including MSP [14],
ODIN [24], Energy [27], ReAct [41], and MaxLogit [16],
we adapt these methods with the CLIP image encoder as the
CLIP-based post-hoc methods. For zero-shot methods, we
select MCM [30], GL-MCM [32] and CLIPN [46] as base-
lines. For prompt learning methods, we adopt CoOp [54],
LoCoOp [33], IDLike [1], and SCT [48] as baselines.
Metrics. For evaluation, we adopt the following metrics:
(1) The False Positive Rate at 95% True Positive Rate for
in-distribution samples (FPR95); (2) The Area Under the
Receiver Operating Characteristic curve (AUROC); (3) In-
distribution data classification Top-1 accuracy (ID ACC).

5.2. Main results
Conventional OOD Detection. Table 1 summarizes our
comparison results on the ImageNet-1k benchmarks, which
show that our FA achieves state-of-the-art OOD detection
performance among other CLIP-based methods under dif-
ferent few-shot settings (More details under the 4-shot set-
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Method iNaturalist SUN Places Textures Average
FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑

Zero-shot methods
MCM 31.95 94.16 37.22 92.55 42.98 90.10 58.35 85.83 42.63 90.66
GL-MCM 15.09 96.72 29.08 93.41 37.07 90.37 58.94 83.11 35.04 90.90
CLIPN 19.17 96.17 26.43 94.02 32.26 92.62 41.23 90.12 30.21 93.19

CLIP-based post-hoc methods
MSP† 74.57 77.74 76.95 73.97 79.72 72.18 73.66 74.84 76.22 74.68
ODIN† 98.93 57.73 88.72 78.42 87.80 76.88 85.47 71.49 90.23 71.13
Energy† 64.98 87.18 46.42 91.17 57.40 87.33 50.39 88.22 54.80 88.48
ReAct† 65.57 86.87 46.17 91.04 56.85 87.42 49.88 88.13 54.62 88.37
MaxLogit† 60.88 88.03 44.83 91.16 55.54 87.45 48.72 88.63 52.49 88.82

Prompt learning based methods 1-shot
CoOpMCM 41.14±9.39 91.47±2.12 39.06±4.17 91.68±0.83 45.38±4.88 89.16±1.28 51.37±3.09 87.82±1.12 44.24±1.39 90.03±0.32

CoOpGL 23.30±6.37 94.59±1.51 32.08±3.87 92.21±0.95 39.22±4.55 89.59±1.58 55.78±3.46 83.26±1.38 37.59±0.34 89.91±0.31

LoCoOpMCM 36.64±4.87 92.78±0.93 31.86±3.79 93.50±0.92 38.81±3.37 90.70±0.97 48.11±2.31 89.43±0.68 38.85±2.67 91.59±0.58

LoCoOpGL 21.97±2.91 95.39±0.59 24.95±2.37 94.42±0.59 34.14±2.66 91.14±0.69 49.04±2.77 87.73±0.96 32.53±2.19 92.17±0.47

IDLike 17.73±1.91 96.68±0.31 48.17±1.39 89.53±0.58 50.43±6.58 88.27±2.27 29.12±7.64 93.25±2.16 36.36±3.86 91.93±1.18

LSN† 59.28±7.02 87.20±3.15 40.15±0.82 91.47±0.14 46.11±1.86 88.74±0.57 60.34±0.14 83.92±0.42 51.47±1.53 87.84±0.58

NegPrompt† 65.03±8.69 84.56±2.52 44.39±1.66 89.63±0.66 51.31±6.21 86.55±2.19 87.60±1.61 63.76±3.02 62.08±3.71 81.13±1.78

SCTMCM 41.93±12.17 91.77±2.40 30.39±2.17 93.76±0.39 38.73±2.54 90.78±0.34 46.78±3.51 88.96±1.16 39.46±3.39 91.32±0.90

SCTGL 20.57±10.2 95.63±1.89 24.56±3.03 94.39±0.53 33.27±2.96 91.27±0.57 48.12±2.97 86.76±0.89 31.62±3.19 92.01±0.77

FAMCM(Ours) 25.50±2.72 94.72±0.27 36.24±3.15 92.40±0.95 35.38±2.75 91.99±0.68 28.34±0.87 93.95±0.19 31.37±1.07 93.25±0.32

FAGL(Ours) 14.12±1.32 96.76±0.10 29.99±1.57 92.95±0.66 32.48±1.48 91.83±0.49 34.66±1.21 91.50±0.36 27.81±0.44 93.26±0.27

Prompt learning based methods 16-shot
CoOpMCM 30.26±1.98 93.43±0.81 34.69±0.43 92.59±0.14 41.91±0.71 90.11±0.23 44.68±2.11 89.95±0.48 37.89±0.71 91.52±0.29

CoOpGL 15.96±1.67 96.11±0.55 27.26±1.99 93.29±0.46 35.36±2.08 90.58±0.64 48.63±2.11 86.11±0.59 31.81±1.27 91.51±0.39

LoCoOpMCM 27.35±3.19 94.12±0.80 30.93±1.19 93.75±0.26 38.26±1.53 91.12±0.27 41.36±2.56 90.99±0.53 34.47±0.73 92.49±0.14

LoCoOpGL 18.46±1.38 95.85±0.63 22.43±0.96 95.15±0.22 31.53±1.52 92.15±0.22 43.35±3.12 89.38±0.78 28.94±1.29 93.13±0.17

IDLike 19.23±10.5 96.70±1.58 54.15±2.88 87.64±1.19 56.63±0.07 85.86±0.44 34.69±6.41 91.90±2.31 41.18±1.73 90.53±0.01

LSN† 36.17±4.81 92.66±1.16 34.27±0.44 93.53±0.20 41.47±0.85 90.52±0.37 46.43±0.60 89.38±0.24 39.58±0.73 91.53±0.09

NegPrompt† 37.79±0.11 90.49±0.01 32.11±3.77 92.25±1.00 35.52±0.41 91.16±0.03 43.93±9.09 88.38±3.31 37.34±1.41 90.57±0.59

SCTMCM 29.41±2.19 93.76±0.55 27.28±2.80 94.22±0.40 36.35±2.13 91.16±0.33 42.25±1.89 90.52±0.48 33.82±1.78 92.42±0.35

SCTGL 15.19±2.16 96.71±0.44 20.00±0.61 95.57±0.11 29.71±0.85 92.37±0.12 44.17±0.82 88.59±0.39 27.27±0.44 93.31±0.17

FAMCM(Ours) 25.79±1.48 94.29±0.35 33.54±1.17 93.02±0.19 33.77±1.64 92.64±0.42 23.17±1.31 95.14±0.26 29.07±1.11 93.77±0.19

FAGL(Ours) 14.49±1.27 96.48±0.29 27.65±1.08 93.46±0.18 31.09±1.38 92.44±0.34 29.50±0.89 92.93±0.18 25.68±0.58 93.82±0.11

Table 1. Comparison results on ImageNet-1k OOD benchmarks. All results using the same backbone ViT-B/16. The results marked with †

are taken from [48]; the others are our reproductions. The prompt learning based methods are run under four trials, reporting the mean and
standard deviation of the performance. The subscripts MCM and GL indicate the use of the MCM score and the GL-MCM score. The best
and second-best results are indicated in bold and underline. ↑ indicates larger values are better; ↓ indicates smaller values are better. All
values are percentages.

Method 1-shot 4-shot 16-shot

CoOp 67.44±0.50 69.71±0.07 70.99±0.14

LoCoOp 67.40±0.64 69.55±0.10 71.53±0.17

IDLike 68.17±0.57 68.91±0.14 69.46±0.02

SCT 68.63±0.13 69.93±0.22 71.78±0.05

FA(Ours) 68.67±0.39 69.96±0.04 71.02±0.09

Table 2. Comparison results in ID Top-1 accuracy on ImageNet-
1k under different few-shot settings. Other notations are the same
as Tab. 1.

ting are provided in the Appendix A). Specifically, in the
16-shot setting, FA with GL-MCM score (FAGL) outper-
forms the best baseline SCTGL (average FPR95 of 25.68%
vs. 27.27%, and average AUROC of 93.82% vs. 93.31%).

Additionally, in the 1-shot setting, FAGL surpasses SCTGL

by a large margin, showing improvements of at least 1.25%
and 3.81% on average AUROC and FPR95. More im-
portantly, even the average score of FAMCM has exceeded
SCTGL in the 1-shot setting. Moreover, our FA effectively
improves the OOD performance without sacrificing the ID
classification capability of the model, as shown in Tab. 2.

In particular, we can also observe that our method per-
forms not well on the SUN dataset, as shown in Tab. 1. This
is related to the presence of a significant number of samples
belonging to ID category in these datasets, as demonstrated
by recent studies [1]. In other words, the SUN dataset in the
popular OOD benchmark requires more thorough cleaning
to be effectively used as an OOD dataset.
Challenging OOD Detection. Recent studies [1, 2] have
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Method OpenImage-O NINCO ImageNet-O Average
FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑

CoOpMCM 37.95±0.59 91.99±0.22 78.00±0.23 73.00±0.59 70.14±0.86 81.34±0.83 62.03±0.38 82.11±0.48

CoOpGL 32.23±1.00 92.22±0.25 72.04±0.81 75.35±0.88 67.35±1.19 78.44±0.94 57.21±0.96 81.99±0.58

LoCoOpMCM 37.03±0.94 92.24±0.21 77.96±0.63 72.78±0.79 70.96±0.75 81.25±0.39 61.98±0.55 82.09±0.35

LoCoOpGL 33.87±1.23 92.53±0.07 75.16±0.92 72.97±0.39 68.06±1.92 81.19±0.25 59.03±1.27 82.23±0.17

IDLike 54.43±2.35 87.89±0.45 78.93±1.79 69.32±0.42 84.08±1.45 67.45±0.86 72.48±0.89 74.89±0.28

SCTMCM 37.28±1.16 92.04±0.33 78.51±0.86 71.09±1.19 71.45±0.54 81.29±0.15 62.41±0.73 81.48±0.52

SCTGL 32.24±0.34 92.75±0.17 74.15±0.53 73.14±0.94 68.35±0.62 80.84±0.45 58.25±0.39 82.24±0.44

FAMCM(Ours) 37.93±1.65 91.84±0.45 70.44±1.24 77.77±0.94 63.84±1.36 82.71±0.30 57.40±1.34 84.08±0.47

FAGL(Ours) 32.10±0.89 92.39±0.28 65.61±1.32 79.01±0.71 63.13±0.98 80.39±0.21 53.61±0.89 83.93±0.31

Table 3. Challenging OOD detection results on cleaner OOD datasets in the 16-shot setting. We use the same notation as Tab. 1.

ID Dataset Method iNaturalist SUN Places Textures Average
FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑

CoOpMCM 14.40±6.61 97.41±1.36 37.09±3.94 93.14±0.48 40.07±2.77 91.89±0.65 33.24±4.21 93.19±1.22 31.21±3.58 93.91±0.45

CoOpGL 9.65±6.35 98.18±0.98 28.54±5.07 94.51±0.92 32.94±1.74 93.28±0.32 35.96±2.65 91.83±1.42 26.77±3.22 94.45±0.42

LoCoOpMCM 2.38±0.98 99.21±0.22 19.73±4.24 96.11±0.78 22.57±3.01 94.96±0.77 15.89±3.12 96.12±0.67 15.14±1.91 96.60±0.33

UCF101 LoCoOpGL 1.13±0.22 99.65±0.09 17.93±4.09 96.51±0.89 22.34±4.58 95.03±1.06 18.17±3.01 95.25±0.71 14.89±2.49 96.61±0.58

IDLike 66.63±27.6 89.75±5.52 87.88±6.56 78.04±6.14 84.47±12.1 76.04±8.53 49.07±11.2 91.19±2.74 72.01±14.0 83.76±5.64

SCTMCM 1.51±0.51 99.44±0.10 24.17±5.54 95.21±0.88 26.62±4.41 93.75±0.81 15.34±3.84 95.98±0.64 16.91±3.20 96.09±0.48

SCTGL 0.79±0.27 99.75±0.04 18.69±2.41 95.86±0.56 23.77±2.47 93.98±0.47 17.44±2.62 94.52±0.54 15.17±1.56 96.03±0.25

FAMCM(Ours) 0.12±0.11 99.94±0.01 3.06±1.33 99.34±0.23 4.68±1.00 99.08±0.26 2.68±0.51 99.31±0.43 2.63±0.58 99.42±0.22

FAGL(Ours) 0.13±0.02 99.94±0.02 4.98±1.02 99.01±0.22 7.46±0.86 98.44±0.27 5.67±0.83 98.75±0.19 4.56±0.47 99.03±0.13

CoOpMCM 99.14±0.73 31.95±9.17 98.29±0.49 44.36±4.19 97.28±0.85 47.51±4.63 86.69±4.37 69.17±3.15 95.35±1.03 48.25±3.09

CoOpGL 92.45±4.26 57.59±10.4 90.97±3.49 61.89±4.83 88.69±3.85 64.00±4.92 62.37±1.93 83.58±2.31 83.62±1.18 66.77±2.83

LoCoOpMCM 96.51±3.33 53.49±8.06 93.52±5.68 55.59±9.19 92.88±4.05 57.89±5.19 76.45±7.48 78.59±2.66 89.84±4.29 61.39±3.90

EuroSAT LoCoOpGL 86.13±12.2 72.68±7.97 87.81±6.37 68.58±6.40 85.93±4.15 69.90±3.40 54.89±4.67 87.00±1.01 78.69±4.65 74.54±3.59

IDLike 98.02±2.13 73.32±5.83 95.74±2.84 65.19±6.86 94.79±3.67 69.44±5.06 63.34±9.10 86.68±2.98 87.97±4.21 73.66±5.04

SCTMCM 99.79±0.22 32.90±6.73 98.36±0.84 44.30±3.41 97.77±0.86 48.08±1.64 83.98±6.92 73.25±3.58 94.97±2.19 49.63±2.39

SCTGL 96.57±5.41 58.21±5.31 92.41±4.55 61.54±3.47 90.49±5.02 63.33±2.71 55.29±14.7 85.48±3.68 83.69±7.02 67.14±2.20

FAMCM(Ours) 85.24±6.88 78.62±3.18 36.24±10.8 92.13±2.44 28.17±10.2 94.05±1.68 10.36±3.97 97.71±0.69 39.99±7.79 90.63±1.91

FAGL(Ours) 77.82±7.28 86.88±2.15 56.10±8.03 88.43±2.26 49.87±7.69 89.07±1.49 8.99±2.51 97.74±0.36 48.19±6.23 90.53±1.42

Table 4. Representative OOD detection results with various ID datasets in the 16-shot setting. We use the same notation as Tab. 1.
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Figure 3. A portion of OOD detection average performance using
other ID datasets under the 16-shot setting. We report the mean
and standard deviation of the AUROC for our FA (blue) and CoOp
(orange) using the MCM score. More details can be found in the
Appendix B.

shown that some of the used OOD datasets contain more
or less images of objects that belong to ID classes in
ImageNet-1k [7]. Hence, probing the true performance of
OOD detectors for ImageNet-1k demands OOD datasets
that are both challenging and genuinely OOD. As shown
in Tab. 3, to fully substantiate the effectiveness of our

FA, we leverage 3 additional cleaner and more challenging
OOD datasets, including OpenImage-O [45], NINCO [2],
and ImageNet-O [15], inspired by [2]. Notably, both our
FAMCM and FAGL consistently outperform current SOTA
methods in terms of average FPR95 and AUROC under dif-
ferent few-shot settings (More details under the 1-shot and
4-shot setting are provided in the Appendix A).

Various ID Datasets. Considering factors like dataset va-
riety, image resolution, and the number of classes [30], we
also leverage 8 additional widely used datasets for few-
shot setting as ID datasets for comparison [30, 34, 54].
Overall, despite our model is simple, it achieves supe-
rior average OOD performance on these ID datasets com-
pared to other methods. We selected representative results
using UCF101 [40] and EuroSAT [13] as ID datasets in
the 16-shot setting, as shown in Tab. 4. Since using the
other datasets (i.e. Food101 [3], StandfordCars [21], Cal-
tech101 [12], FGVCAircraft [29], Flowers102 [35], and
OxfordPets [36]) as ID datasets for OOD detection presents
relatively lower difficulty as shown in Fig. 3, we leave more
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Figure 4. Sensitivity study of hyperparameter K. We report the
average FPR95 (Blue) and AUROC (Orange) of our FAGL on dif-
ferent OOD benchmarks using ImageNet-1k as the ID dataset un-
der 16-shot setting. Dashed lines represent the performance of the
best baseline (i.e. SCTGL).

experimental details in Appendix B.
In particular, for the ID dataset EuroSAT, FAMCM sur-

passes the best-competing method LoCoOpGL by 16.09%
in average AUROC and 38.7% in average FPR95, under-
scoring its effectiveness and versatility even when the ID
dataset is of low resolution (64x64 pixels).

5.3. Ablation study
Influence of the LFCE−K . As shown in Tab. 5, we trained
the model FACE and FAFCE−K using the standard cross-
entropy loss LCE and our LFCE−K , respectively. Our
FAFCE−K significantly outperforms FACE under the same
inference setting, which demonstrate the effectiveness of
our LFCE−K .
Initialization of the forced and original prompt. As
shown in Tab. 6, we perform experiments comparing dif-
ferent initialization scenarios for both prompts. Manual
initialization uses the embeddings of “a photo of a [class-
c]” to initialize the prompt’s embeddings, while the ran-
dom initialization setting is based on CoOp [54]. The re-
sults show that employing consistent manual initialization
for both prompts enables the forced prompt to effectively
learn more specific descriptions of the ID classes.
Influence of the shared learnable vector. We also explore
the influence of the shared learnable vector and the indepen-
dent learnable vector for the forced prompts. As shown in
Tab. 7, we can observe that using the shared learnable vector
performs well in the few-shot setting since the independent
learnable vector for each class has more parameters and re-
quires more training data [54].

5.4. Sensitivity study
As shown in Fig. 4, we explore the influence of the hyper-
parameter K. Overall, with K ranging from 1 to 6, the
results indicate that our proposed framework is insensitive
to the choice of K. Concretely, our method is stable and
outperforms the best baseline SCTGL in average AUROC
and FPR95 on both conventional and challenging OOD de-
tection benchmarks. Specially, as K increases, the average
AUROC shows an upward trend and then tends to be sta-

ble (see Fig. 4 (a)), showing a bottleneck in capturing more
comprehensive semantic representations of the ID classes.

Method MCM GL-MCM
FPR95↓ AUROC↑ FPR95↓ AUROC↑

FACE 41.43±3.11 91.01±0.67 34.29±1.94 90.99±0.56

FAFCE −K 29.07±1.11 93.77±0.19 25.68±0.58 93.82±0.11

Table 5. Influence of the LFCE−K . MCM and GL-MCM refer to
the score functions used during model inference.

Forced-
M-Init

Original-
M-Init

FAMCM FAGL

FPR95↓ AUROC↑ FPR95↓ AUROC↑

- - 40.71±4.00 91.28±0.82 34.88±2.92 92.12±0.76

✓ - 40.81±2.25 91.25±0.64 36.03±2.84 91.62±1.01

- ✓ 31.35±1.34 93.35±0.34 26.39±1.02 93.64±0.19

✓ ✓ 29.07±1.11 93.77±0.19 25.68±0.58 93.82±0.11

Table 6. Ablation study of different initialization scenarios for
the forced and original prompts. “M-Init” represents manual ini-
tialization. ✓ represents using manual initialization; - represents
using random initialization.

Shared-
Vector M-Init FAMCM FAGL

FPR95↓ AUROC↑ FPR95↓ AUROC↑

- - 44.02±2.24 90.17±0.42 46.29±1.33 88.24±0.41

✓ - 40.71±4.00 91.28±0.82 34.88±2.92 92.12±0.76

- ✓ 34.69±0.62 92.57±0.12 29.27±0.55 92.82±0.80

✓ ✓ 29.07±1.11 93.77±0.19 25.68±0.58 93.82±0.11

Table 7. Ablation study of the shared learnable vector. ✓ / - for
“Shared-vector” represents using the shared / independent learn-
able vector for the forced prompt; ✓ / - for “M-Init” represents
using manual / random initialization for the forced prompt.

6. Conclusion

In this study, we propose a novel CLIP-based framework
for OOD detection based on Forced prompt leArning (FA),
which focus on fully exploiting the ID knowledge to effec-
tively improve OOD detection without exploring complex
OOD-related knowledge. We introduce a learnable forced
prompt in addition to the frozen original prompt, both of
which are using the same manual initialization. The forced
prompt treats the original prompt as a reference, forcing it-
self to learn more diversified semantic descriptions of the
ID classes rather than being limited to the textual semantics
of class labels. We also introduce a forced coefficient to fa-
cilitate the forced prompt in learning more nuanced descrip-
tions of the ID classes. Comprehensive experimental eval-
uations demonstrate that our method consistently surpasses
current state-of-the-art methods on diverse benchmarks. We
expect that our study can bring new insight on VLMs-based
OOD detection methods and inspire more future research.
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Appendix / Supplementary Material

A. More experimental details of OOD detection with ImageNet-1k.
Referring to Section 5.2, we also conduct the experiments under 4-shot setting on both conventional and challenging
ImageNet-1k OOD benchmark. As shown in Tab. 8 and Tab. 9, our FA achieves superior average performance.

Method iNaturalist SUN Places Textures Average
FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑

CoOpMCM 33.73±5.73 92.79±1.28 37.15±1.52 92.17±0.26 44.58±1.43 89.57±0.32 47.27±0.64 89.25±0.57 36.17±1.43 92.18±0.34

CoOpGL 18.92±3.46 95.36±0.94 29.59±1.89 92.67±0.76 37.55±1.19 90.11±0.35 51.35±2.19 84.99±1.50 34.35±1.87 90.78±0.78

LoCoOpMCM 29.60±5.72 93.86±1.19 32.05±1.88 93.62±0.29 40.63±1.54 90.59±0.28 42.41±1.72 90.66±0.30 36.17±1.43 92.18±0.33

LoCoOpGL 19.30±3.01 95.98±0.67 23.32±1.87 95.05±0.53 33.25±1.77 91.75±0.35 44.10±2.52 89.25±0.38 29.99±1.49 93.01±0.38

IDLike 23.93±4.26 94.92±1.77 52.70±8.49 88.71±2.67 52.49±9.67 88.49±3.11 28.31±3.52 93.93±0.64 39.35±2.60 91.51±1.32

SCTMCM 34.91±4.20 92.90±0.73 31.84±3.72 93.29±0.79 38.89±2.97 90.49±0.56 42.70±4.13 90.36±0.61 37.08±2.95 91.76±0.48

SCTGL 18.46±1.71 96.06±0.13 27.22±5.49 93.57±1.70 32.46±1.26 91.39±0.30 43.59±2.84 88.61±0.51 30.43±0.85 92.41±0.41

FAMCM(Ours) 26.91±3.49 94.47±0.64 35.98±2.71 92.65±0.61 33.69±0.51 92.78±0.07 25.61±1.95 94.59±0.19 30.55±0.83 93.63±0.24

FAGL(Ours) 14.01±1.62 96.75±0.37 29.10±2.32 93.26±0.57 30.77±0.45 92.59±0.19 30.98±2.47 92.48±0.64 26.21±1.09 93.77±0.24

Table 8. Conventional ImageNet-1k OOD benchmark under the 4-shot setting. We use the same notation as Tab. 1

Method OpenImage-O NINCO ImageNet-O Average
FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑

1-shot
CoOpMCM 43.67±5.22 90.91±1.01 80.32±1.69 71.28±1.46 73.08±2.22 79.13±0.81 65.69±2.74 80.44±0.94

CoOpGL 37.36±3.79 91.03±0.88 74.38±1.13 73.55±1.79 71.27±1.66 76.16±1.41 61.01±2.03 80.25±1.23

LoCoOpMCM 44.57±1.58 90.52±0.44 81.19±1.64 70.18±1.96 75.60±1.96 78.87±0.92 67.12±1.65 79.86±0.99

LoCoOpGL 38.46±1.54 91.15±0.25 76.95±0.25 70.62±1.63 72.26±1.23 78.80±0.91 62.56±1.63 80.19±0.82

IDLike 47.48±7.36 89.54±2.00 79.45±4.03 71.59±0.85 68.80±9.29 77.24±4.39 65.24±6.89 79.46±2.41

SCTMCM 43.32±7.06 91.04±1.47 81.23±1.78 67.81±1.78 75.01±2.24 80.57±1.03 66.52±3.53 79.81±1.05

SCTGL 35.21±5.99 91.93±1.43 75.37±2.52 70.33±1.19 70.57±3.00 79.62±1.10 60.38±3.66 80.63±0.88

FAMCM(Ours) 40.21±2.76 91.47±0.27 71.30±0.45 77.08±0.50 66.33±0.28 81.27±0.53 59.28±0.78 83.27±0.29

FAGL(Ours) 34.04±1.45 92.17±0.08 66.69±0.29 78.24±0.52 65.87±0.38 79.20±0.66 55.53±0.47 83.20±0.37

4-shot
CoOpMCM 40.38±3.63 91.40±0.79 79.46±1.49 72.18±1.13 71.85±1.93 80.01±0.85 63.90±2.22 81.19±0.57

CoOpGL 35.24±2.38 91.27±0.90 74.09±1.31 74.56±1.48 70.45±1.15 76.23±1.70 59.92±1.47 80.69±1.08

LoCoOpMCM 40.10±2.06 91.42±0.69 79.06±0.96 71.68±0.68 72.46±0.41 80.95±0.41 63.87±1.13 81.35±0.54

LoCoOpGL 35.70±1.60 91.91±0.46 75.86±0.37 72.12±0.58 68.93±1.78 80.85±0.39 60.16±1.19 81.63±0.35

IDLike 55.76±6.50 87.94±0.90 78.82±0.25 72.41±1.74 83.46±0.64 68.94±1.64 72.68±2.43 76.43±0.79

SCTMCM 41.15±1.31 91.20±0.17 80.75±1.36 69.02±1.26 73.37±1.69 80.63±0.84 65.09±0.88 80.28±0.47

SCTGL 35.09±1.20 91.98±0.19 75.56±0.92 71.44±1.16 69.33±1.39 80.05±0.65 59.99±0.92 81.17±0.23

FAMCM(Ours) 41.23±1.49 91.18±0.31 70.43±1.96 77.40±1.45 64.93±0.65 82.18±0.25 58.86±0.98 83.59±0.49

FAGL(Ours) 33.92±0.59 91.99±0.26 65.80±1.93 78.84±1.19 64.10±1.06 80.09±0.16 54.60±0.77 83.64±0.38

Table 9. Challenging ImageNet-1k OOD benchmark under the 1-shot and 4-shot setting. We use the same notation as Tab. 1.

B. More experimental details of OOD detection with other ID datasets
Referring to Section 5.2, we also use Food101 [3], StandfordCars [21], Caltech101 [12], FGVCAircraft [29], Flow-
ers102 [35], and OxfordPets [36] as ID datasets under the 16-shot setting. As shown in Tab. 10, using these ID datasets
for OOD detection presents relatively lower difficulty, and our FA achieves superior OOD detection performance.
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ID Dataset Method iNaturalist SUN Places Textures Average
FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑ FPR95↓ AUROC↑

CoOpMCM 2.29±1.20 99.35±0.18 2.02±0.47 99.49±0.12 2.25±0.79 99.43±0.17 4.74±0.53 98.53±0.19 2.83±0.46 99.19±0.06

Food101 CoOpGL 0.43±0.13 99.79±0.02 0.81±0.29 99.77±0.05 0.75±0.33 99.76±0.07 4.44±0.90 98.55±0.32 1.61±0.11 99.47±0.04

FAMCM(Ours) 0.57±0.06 99.77±0.13 0.12±0.07 99.93±0.02 0.14±0.11 99.92±0.02 1.63±0.15 99.64±0.06 0.61±0.13 99.81±0.02

FAGL(Ours) 0.10±0.07 99.90±0.03 0.03±0.02 99.95±0.01 0.06±0.04 99.95±0.01 1.87±0.22 99.56±0.07 0.52±0.05 99.84±0.01

Stanford- CoOpMCM 0.12±0.02 99.83±0.08 0.02±0.01 99.97±0.01 0.16±0.03 99.94±0.01 0.00±0.00 99.97±0.01 0.08±0.06 99.93±0.02

Cars CoOpGL 0.06±0.02 99.93±0.03 0.04±0.02 99.98±0.01 0.20±0.05 99.94±0.01 0.01±0.00 99.98±0.01 0.08±0.03 99.96±0.02

FAMCM(Ours) 0.01±0.00 99.89±0.02 0.00±0.00 99.99±0.01 0.16±0.06 99.94±0.01 0.01±0.01 99.98±0.01 0.05±0.02 99.95±0.01

FAGL(Ours) 0.01±0.01 99.94±0.01 0.03±0.02 99.98±0.01 0.23±0.02 99.92±0.01 0.01±0.01 99.98±0.00 0.07±0.01 99.95±0.00

CoOpMCM 19.09±2.85 96.27±0.55 6.27±1.23 98.33±0.25 11.18±1.47 97.05±0.41 6.33±0.71 98.31±0.12 10.72±1.33 97.49±0.31

Caltech101 CoOpGL 16.93±8.92 96.60±1.42 7.13±2.93 98.28±0.52 12.83±4.12 96.89±0.84 11.35±1.75 97.52±0.34 12.06±4.35 97.33±0.73

FAMCM(Ours) 10.82±3.21 97.83±0.51 4.16±0.70 98.93±0.20 6.66±0.56 98.30±0.19 3.74±0.79 99.09±0.18 6.35±0.97 98.54±0.19

FAGL(Ours) 6.54±1.96 98.56±0.29 4.44±0.38 98.89±0.11 7.02±0.21 98.28±0.05 4.49±1.00 98.92±0.17 5.62±0.77 98.66±0.11

FGVC- CoOpMCM 43.96±6.28 89.57±1.36 18.31±5.64 96.40±0.95 21.97±7.33 94.99±1.36 17.41±4.81 96.34±0.89 25.41±4.92 94.33±0.81

Aircraft CoOpGL 64.31±8.29 81.60±2.68 41.94±8.24 90.56±2.34 45.08±8.21 88.59±2.29 54.41±9.95 84.72±4.19 51.44±7.16 86.37±2.19

FAMCM(Ours) 7.07±3.78 98.54±0.65 0.49±0.49 99.75±0.16 1.70±0.55 99.52±0.18 0.58±0.51 99.81±0.12 2.46±1.32 99.40±0.27

FAGL(Ours) 20.61±6.50 95.76±1.37 2.83±1.29 99.33±0.27 3.96±0.89 98.87±0.26 3.69±1.36 99.12±0.34 7.77±2.45 98.27±0.53

CoOpMCM 30.90±1.80 92.38±0.66 1.84±1.58 99.57±0.33 3.18±1.68 99.21±0.36 2.14±0.56 99.53±0.09 9.52±1.19 97.67±0.33

Flowers102 CoOpGL 33.32±3.10 92.25±0.79 2.56±2.16 99.49±0.39 3.96±1.91 99.08±0.38 4.29±0.64 99.07±0.16 11.03±1.77 97.48±0.39

FAMCM(Ours) 20.96±4.09 95.23±0.89 0.46±0.07 99.87±0.01 1.47±0.19 99.62±0.05 0.82±0.13 99.78±0.05 5.93±1.09 98.63±0.23

FAGL(Ours) 22.63±4.45 94.93±0.86 1.17±0.20 99.71±0.02 2.88±0.25 99.29±0.03 2.95±0.54 99.27±0.09 7.41±1.28 98.29±0.23

Oxford- CoOpMCM 4.64±1.58 99.02±0.23 0.33±0.31 99.90±0.06 1.02±0.32 99.77±0.05 0.79±0.23 99.82±0.04 1.69±0.55 99.63±0.08

Pets CoOpGL 2.88±1.13 99.38±0.18 0.31±0.08 99.93±0.05 0.98±0.47 99.79±0.07 1.80±0.75 99.59±0.15 1.49±0.67 99.67±0.11

FAMCM(Ours) 0.86±0.60 99.73±0.15 0.09±0.06 99.94±0.02 0.37±0.12 99.90±0.02 0.22±0.14 99.94±0.03 0.39±0.22 99.88±0.05

FAGL(Ours) 0.63±0.42 99.80±0.09 0.75±0.08 99.81±0.02 0.64±0.10 99.84±0.03 0.54±0.28 99.85±0.05 0.64±0.21 99.82±0.05

Table 10. Full numerical results of OOD detection performance with other ID datasets under the 16-shot setting. We use the same notation
as Tab. 1.
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