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Motivation: natural language processing

Sentence or document classification (topic, sentiment)
Topic modelling

Translation

Chatbots, dialogue system, assistant

Summarization

Content and figures in this section mainly from https://m2dsupsdiclass.github.io/lectures-labs/ and
http://mccormickml.com /2016 /04 /27 /word2vec-resources/
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Word representation

@ Words are orginally represented as 1-hot vectors
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Word representation

@ Words are orginally represented as 1-hot vectors
@ Large vocabulary of possible words
@ Use of word embeddings as inputs in deep NLP models

o Word embeddings usually have dimensions 50 - 300
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Word representation

Words are orginally represented as 1-hot vectors
Large vocabulary of possible words
Use of word embeddings as inputs in deep NLP models

Word embeddings usually have dimensions 50 - 300

Then how to obtain such embedding?
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Word2vec: skip-gram model

@ Given central word, pred occurrence of other words in context

Training
Samples

Source Text

brown fox jumps over the lazy dog. == (the, quick)
(the, brown)

The jumps over the lazy dog. = (quick, the)

(quick, brown)
(quick, fox)
over the lazy dog. == (brown, the)
(brown, quick)
(brown, fox)

(brown, jumps)

The| quick‘ brown - jumps‘ over | the lazy dog. = (fox, quick)
(fox, brown)

(fox, jumps)

(fox, over)
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Skip-gram model: a simple 2-layer neural network

Output Layer
Softmax Classifier

Hidden Layer

Probability that the word at a

Linear Neurons randomly chosen, nearby
Input Vector position is “abandon”
5 X
u .. “ability”
A1’ in the position n . “able”
corresponding to the 1
word “ants” n
a
10,000
positions
300 neurons ... “zone”

)

10,000
neurons
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Skip-gram model (cont’)

@ Two words having similar contexts: ‘intelligent’ and ‘smart’,
‘ant’ and ‘ants’, etc.

Output Layer
Softmax Classifier

Hidden Layer Probability that the word ata
Input Vector Linear Neurons «\\ randorn et
z 75
E “ability”
> /9
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Skip-gram model (cont’)

@ Two words having similar contexts: ‘intelligent’ and ‘smart’,
‘ant’ and ‘ants’, etc.

o If two words have very similar contexts, then skip-gram model
needs to output similar results.

Output Layer
Softmax Classifier

Hidden Layer

Linear Neurons
Input Vector

[ b

5l ( ) sty
o 2

Iq] )

o a@ “able”
N
> N

’ Soomeurons /2 )
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Skip-gram model (cont’)

@ Two words having similar contexts: ‘intelligent’ and ‘smart’,
‘ant’ and ‘ants’, etc.

o If two words have very similar contexts, then skip-gram model
needs to output similar results.

@ Then the skip-gram network is motivated to learn similar word
vectors (at hidden layer) for these similar words!

Output Layer
Softmax Classifier

Hidden Layer Probabilty that the vord at @
Linear Neurons { randomly chosen, nearby
Input Vector \\ position is “abandon”

8 z (3 ame
o &/

o % DN
E)
x IR

‘ e a/Z)
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[e]e]e]e]e] lelelele)

Skip-gram model: vector space is semantic

0.5

-1.5

Country and Capital Ve

ctors Projected by PCA

' China<—— '
»Beijing
B Russia<
Japan«
L *Moscow
Turkeye “Ankara ~~Tokyo
Poland«
o Germany«
France' *Warsaw
xBerlin
- Italy< Paris
»Athens
Greece< K
I Spain¢ Rome
| < >*Madrid
Portugal »Lisbon
1 1 1 1 1 1 1
-2 -1.5 -1 -0.5 0 0.5 1 15
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Word2vec: continuous bag of words (CBOW) model

Input layer

[eXeXe]|

O s

@ ‘Reverse’ of skip-gram X1k

@ (' context words as
input

©

o Center word as
output

== 000]

X2k

CHe)

@ Hidden layer: average
over C embeddings,
hence ‘bag of words’

[©

eXexel}
= A\
z

@ Training: again with
cross-entropy loss

O ws

Ke)

CxV-dim
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It only begins...

Word2vec is just for word representation.

How to capture meaning of sentence/paragraph?
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It only begins...

Word2vec is just for word representation.

How to capture meaning of sentence/paragraph?

We need consider order of words in text!
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Language models

Language models: assign a probability to a sequence of words,
such that plausible sequences have higher probabilities, e.g.,

@ p('l like apples’) > p('l sit apples’)
o p('l like apples’) > p(‘like | apples’)
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Language models

Language models: assign a probability to a sequence of words,
such that plausible sequences have higher probabilities, e.g.,

@ p('l like apples’) > p('l sit apples’)
o p('l like apples’) > p(‘like | apples’)

Auto-regressive modelling of sequence (wg, wi,..., wy):

p(Wo) - p(W1i|wo) ... p(Wp|Wp_1,Wn_2,...,Wp)
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Language models

Language models: assign a probability to a sequence of words,
such that plausible sequences have higher probabilities, e.g.,

@ p('l like apples’) > p('l sit apples’)
o p('l like apples’) > p(‘like | apples’)

Auto-regressive modelling of sequence (wg, wi,..., wy):

p(Wo) - p(W1i|wo) ... p(Wp|Wp_1,Wn_2,...,Wp)

@ p(-) can be a neural network!

@ p(-) could capture meaning of sequential information
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Conditional language models for NLP problems

Translation: p(Target|Source)
@ Source (Chinese): ‘wo xi huan ping guo’
o Target (English): ‘I like apples’
@ Model the output word by word:

p(wo|Source) - p(wi|wg, Source) . ..



Word2vec & language modelling
000000000e

Conditional language models for NLP problems

Translation: p(Target|Source)
@ Source (Chinese): ‘wo xi huan ping guo’
o Target (English): ‘I like apples’
@ Model the output word by word:

p(wo|Source) - p(wi|wg, Source) . ..

Question answering / Dialogue: p(Answer|Question, Context)
o Context:

e 'John puts two apples on the table.’
e ‘Tom adds three more apples.’
e ‘Tom leaves to study in the library.’

@ Question: ‘How many apples are there?’

@ Answer: ‘There are five apples.’
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What neural networks can represent p(-|-)?
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Recurrent neural netowkrs (RNN): basics

@ Recurrent neural network: output of hidden layer at each time
step is part of input to hidden layer at next time step.

Output
[Eigﬁen L:

Input
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Recurrent neural netowkrs (RNN): basics

@ Recurrent neural network: output of hidden layer at each time
step is part of input to hidden layer at next time step.

@ Unroll to process an input sequence (xg, X1, X2, . ..)

T o e B vy B
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Recurrent neural netowkrs (RNN): basics

@ Recurrent neural network: output of hidden layer at each time
step is part of input to hidden layer at next time step.

@ Unroll to process an input sequence (xg, X1, X2, . ..)
@ RNN is a DEEP neural network model

Output [ Yo ][ Y1 ]{ y2 ]
st
(o] () (0 ()
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RNN basics
[ Yo } Y1 J y2 } .
w, w, W,
w; w; W;
L% J (x| [ x |

h;, = ¢g(Wphi_1 + W;x; +by)
yYe = U(Woht + +bo)

@ ¢(-): activation function, often tanh; o(-): softmax function
@ Same functions (model parameters) used at every time step!
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RNN training

@ Multiply same matrix at each time step during forward prop
@ Inputs from many time steps ago can affect output y;
@ Multiply the same matrix at each time step during backprop

Yy V1 A vee

4 4 4

Back propagation

ho > h]_ > h2 T eee
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RNN training: gradient exploding/vanishing

@ Training RNN is hard

@ Similar but simpler RNN formulation:
h, = Wg(hi—1) + W;x;
yi = o(Woyhy)
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RNN training: gradient exploding/vanishing

@ Training RNN is hard

@ Similar but simpler RNN formulation:
h, = Wg(hi—1) + W;x;
yi = o(Woyhy)

@ Total loss is the sum of loss over all time steps, then

oL T oL,

oW oW
t=1
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RNN training: gradient exploding/vanishing

@ Training RNN is hard
@ Similar but simpler RNN formulation:

h, = Wg(hi—1) + W;x;
yi = o(Wohy)

@ Total loss is the sum of loss over all time steps, then

oL T oL,

oW oW
t=1

@ With chain rule:

8Lt L 9L, Dy, Oh; Ohy

el Oyt Bht ahk 6W
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RNN training: gradient exploding/vanishing

e So far:
h;

0L,
oW

Wy(hi—1) + W;x,

t

k=1

8Lt (‘9yt 8ht ahk

ayt 8ht 8hk 8W
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RNN training: gradient exploding/vanishing

e So far:
hy = Wyg(h;_1) + W;x;
oL, . 0L, dy; Oh; Ohy

oW dy; o, Ohy, OW

k=1

@ With chain rule again

Oh, oh; .
oh, H§'=k+13h7‘]1 - H§'=k+1WTd'ag [9'(hj—1)]
e
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RNN training: gradient exploding/vanishing

e So far:
hy = Wyg(h;_1) + W;x;
oL, . 0L, dy; Oh; Ohy

oW dy; o, Ohy, OW

k=1

@ With chain rule again

Oh, oh; .
oh, H§'=k+13h7‘]1 - H§'=k+1WTd'ag [9'(hj—1)]
e

Oh; .
If IIah,J1 I < [IWTl[|diag [¢(hj—1)] || < BwBn
i
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RNN training: gradient exploding/vanishing

e So far:
h, =

oL

OW

@ With chain rule again

Wg(ht 1) + Wixy
Z 8Lt (‘9yt 8ht ahk

ayt 8ht 8hk 8W

Ohy oh; .
oh, §'=k+lah7j]_1 =1\, Wdiag [¢'(h;_1)]
Oh,; .
I el < [IWT|||[diag [¢/(hy—1)] ]| < BwBh
oh, .
oh
Then || t|| = I k+1||ah | < (BwBn)"~
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RNN training: gradient exploding/vanishing

@ When Bw B > 1,
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RNN training: gradient exploding/vanishing

@ When Bw B > 1,

ot

wi > 1

causing gradient exploding!
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RNN training: gradient exploding/vanishing

@ When Bw B > 1,

ot

wi > 1

causing gradient exploding!

o Trick: gradient clipping

grad_norm = np.sum(grad * grad)
if grad_norm > threshold:
grad *= (threshold / grad_norm)

@ Gradient clipping well solved gradient exploding!
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RNN training: vanishing gradient is a problem

e When By B, < 1, vanishing 3 aht and

h, = Wg(ht 1) + Wixy

aLt i aLt 8yt aht
DY

would cause x;, from previous time step k not to affect update
of W, at time step t.



RNN & LSTM
0000000e00000000

RNN training: vanishing gradient is a problem

@ When Bw B, < 1, vanishing aht and

h, = Wg(ht 1) + Wixy

6Lt i aLt 8yt aht
DY

would cause x;, from previous time step k not to affect update
of W, at time step t.

@ In other words, prediction error at time step ¢ would not tell a
far-away previous step k to change during backprop.
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RNN training: vanishing gradient is a problem

e When By B, < 1, vanishing 3 aht and

h, = Wg(ht 1) + Wixy

6Lt i aLt 8yt aht
DY

would cause x;, from previous time step k not to affect update
of W, at time step t.

@ In other words, prediction error at time step ¢ would not tell a
far-away previous step k to change during backprop.

@ Vanishing gradient makes RNN unable to capture long-tem
relationship between items far away from each other!
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Long short-term memory (LSTM)

@ LSTM as basic unit of RNN reduces gradient vanishing
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Long short-term memory (LSTM)

@ LSTM as basic unit of RNN reduces gradient vanishing
@ ‘short-term memory’: a small amount of information

@ ‘long’: information can last for a long period of time
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Long short-term memory (LSTM)

LSTM as basic unit of RNN reduces gradient vanishing
‘short-term memory': a small amount of information
‘long’: information can last for a long period of time

LSTM: cell, input gate, output gate, (un)forget gate

Cell for ‘remembering’ values over arbitrary time steps, hence
the word ‘memory’ in LSTM

@ Gates as regulators of the flow of signals through LSTM
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@ Input gate: whether/how much to write to cell
@ Output gate: how much to reveal cell
o Forget gate: whether/how much to erase cell

Input gate  Output gate

Forget gate



RNN & LSTM
0000000000e00000




RNN & LSTM
00000000000e0000

iir = o(Wix¢+ Uhy_1 +by)

fi = o(Wyxi+Ushi_1 +by)

o, = o0(Wyx;+Ush;_1 +by,)

gt = tanh(Wyx; +Ugh;_1 +by)
¢t = o 1+iiOg

ht = OtQtCth(Ct)

iz, f;, 04 input, forget, and output gate; o: sigmoid function
g:: new signal to update cell

c:: updated cell; h;: new hidden state

Well chosen activation function (tanh) is critical

Three times more parameters than RNN
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@ An alternative diagram representation of LSTM

Ct—1 —4>®T—> + —> Ct _—
f
i i o
W— :,_L',Q tanh f = g w hi—1
g ¢ 0 o o
| tanh
ht_1 —— stack 0 © — h —— g ‘
| t =fOc-1+i0g
| hi = 0 ® tanh(ct)
X,

Figures and content here and in the next 9 slide mainly from Stanford CS231n Lecture 10, 2017
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Why LSTM can reduce gradient vanishing

@ Additive path between c¢; and ¢;_1

4 000 o - |
Cog I————— ?:J’T_' g —
f
i
W— g:LJ_:G tanh
ht-']_—> st?ck o ® —» htj_>

Backpropagation from c, to
C,, only elementwise
multiplication by f, no matrix
multiply by W

ag
_ o w (htfl)
g Tt
tanh

a=fOc1+i0g
ht = o®tanh(ct)

QD O = .
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Why LSTM can reduce gradient vanishing

@ Gradient signal can easily back propagate through multiple
time steps (if forget gate is open)

Uninterrupted gradient flow!

®—>+T:C4>C

@H+:°4\'C O—=+—=C—(C
l T = j A

3
f f f l
~@1 Lo w ~0{ ko w ~@{ ko w
W- T*Egj.o in W \T/‘EQIG lh W T%QIG in
—t slaIck o © —= hl _. —t slaf:k tack
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Why LSTM can reduce gradient vanishing

@ Gradient signal can easily back propagate through multiple
time steps (if forget gate is open)

@ Reminder: skip connections in ResNet

Uninterrupted gradient flow!

®—>+T:C4>C

@H+:°4\'C O—=+—=C—(C
l T = j A

3
f f f l
~@1 Lo w ~0{ ko w ~@{ ko w
W- T*Egj.o in W \T/‘EQIG lh W T%QIG in
—t slaIck o © —= hl _. —t slaf:k tack
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Gated recurrent unit (GRU)

r, = o(Wyx;+U;h;_1+b,)
oc(W.x;+U.hy_1 +b,)
tanh(Wpxy + Up(r © hy—1) + bp)
h, = zt®ht_1—|—(1—zt)®f1t

= N
o~ o~
I

One gate less than LSTM, so fewer parameters
No ‘cell’, only hidden vector h; passed to next unit
No systematic difference between GRU and LSTM

People tend to use LSTM more
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Vanilla RNN for language modeling

@ Predict next character based on previous characters

THE SONNETS

by William Shakespeare y

From faire ve ncrease,
That thereby besuty rose might ever die
But s the riper should by time decease,
His tender heir might bear his memory:
But thou, contracted to thine own bright eyes,
Feed'st thy light's flame with self-substantial fuel,
Making a famine where abundance i,
Thyself thy foe, to thy sweet self too cruel:
‘Thou that art now the world's fresh ornament, —_— RN N
And only herald to the gaudy spring,
Within thine own bud buriest thy content,
And tender churl mak'st waste in niggarding:
Pity the world, or else this glutton be,
To eat the world's due, by the grave and thee.

When forty winters shall besiege thy brow,

And dig deep trenches in thy beauty’s fvsld.
‘Thy youth's proud livery so gazed on

Will b a taterd weed of smal worth hed: X

‘Then being asked, where all thy beauty lies,

Where all the treasure of thy lusty days;

To say, within thine own deep sunken eyes,

Were an all-eating shame, and thriftless praise.

How much more praise deserv'd thy beauty's use,

1 thou couldst answer “This fair child of mine

Shall sum my count, and make my old excuse,

by succession thine!

de when thou art old,

And see thy blood warm when thou feel'st it cold.
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Language modeling

tyntd-iafhatawiaoihrdemot 1lytdws e ,tfti, astai f ogoh eoase rrranbyne 'nhthnee e
plia tklrgd t o idoe ns,smtt h ne etie h,hregtrs nigtike,aoaenns lng

train more

"Tmont thithey" fomesscerliund

Keushey. Thom here
sheulke, anmerenith ol sivh I lalterthend Bleipile shuwy fil on aseterlome

coaniogennc Phe lism thond hon at. MeiDimorotion in ther thize."

l train more

Aftair fall unsuch that the hall for Prince Velzonski's that me of
her hearly, and behs to so arwage fiving were to it beloge, pavu say falling misfort

how, and Gogition is so overelical and ofter.
\ train more
"Why do what that day," replied Natasha, and wishing to himself the fact the

princess, Princess Mary was easier, fed in had oftened him.
Pierre aking his soul came to the packs and drove up his father-in-law women.
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Language modeling

@ With latex source code: predict next character based on
previous characters

The Stacks Project: open source algebraic geometry textbook

[ The Stacks Project
home about tagsexplained taglookup browse search bibliography recentcomments blog add slogans
Browse chapters Parts
1. Preliminaries
Part Chapter online TeXsource view pdf 2. Schemes
Preliminaries 3. Topics in Scheme Theory
1. Introduction online tex()  pdf > ‘51- %@
" . Topics in Geometry
2. Conventions online tex()  pdf > e
3. Set Theory online  tex()  pdf > 7. Algebraic Stacks
4. Categories online  tex()  pdf > 8. Miscellany
5. Topology online tex()  pdf > S
6. Sheaves on Spaces online tex()  pdf >
7. Sites and Sheaves online tex()  pdf> The Stacks project now consists of
8. Stacks online tex()  pdf > o 455910 lines of code
9. Fields online  tex()  pdf > o 14221 tags (56 inactive tags)
10. Commutative Algebra online tex() pdf © 2366 sections

Latex source —

s licensed under the GNU Free D License
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@ After training a RNN, generate latex doc, then render it

' where £,,, = 0, hence we can find a closed subset # in H and
U is a closed imm

sion of &

, then U — T is a separated algebraic

Proof. Proof of (1). It also start we get
S =Spec(R) =

and the comparicoly in the fibre product covering we have to prove the lemma

generated by Consider the maps M along the

Schyyps and U — U is the fibre category of S in U in Section, ?? and the fact

any U affine, sce Morphisms, Lemma ??. Hence we obtain a scheme S and any

open subset W C U in Sh(G) such that Spec(R') = S is smooth or an

U=JUixs,
which has a nonzero morphism we may assume that f; is of finite presentation over
S. We claim that Ox. is a scheme where z,2’, s € S such that Ox o — O, _, is
separated. By Algebra, Lemma ?? we can define a map of complexes GLs:(x'/S")
and we win. [a}

I xx U xxU

3

To prove study we see that Fly is a covering of X”, and 7; is an object of Fx/s for
i >0 and F, exists and let F; be a presheaf of Ox-modules on C as a F-module.
In particular F = U/F we have to show that

®spec(k) Os,a = ix' F)

is a unique morphism of algebraic stacks. Note that

Sch/S) 2 . (Sch/S) fppy

Arrows =

and
V =T(5,0) — (U.
hus U s affine.
inverse, the groupoid scheme S.

Spec(A))
his is a continuous map of X is the

is an open subset of X.

Proof. See discussion of sheaves of sets. [u]

ilt for prove any open covering follows from the less of Example ?2. Tt may
S by Xopaces,étate Which gives an open subspace of X and T equal to Sz,
s nt, Lemma ??. Namely, by Lemma ?? we sce that R is geometrically
regular over S.

Lemma 0.1. Assume (3) and (3) by the construction in the description

Suppose X

X| (by the formal open covering X and a single map Proj, (A) =
Spec(B) over U compatible with the complex
Set(A) =T(X,Ox.05)
When in this case of to show that Q — Cz/x is stable under the following result
in the second conditions of (1), and (3). This finishes the proof. By Definition 77
(without clement is when the closed subschemes are catenary. If T is surjective we
may assume that T is connected with residue fields of S. Moreover there exists a
closed subspace Z C X of X where U in X' is proper (some defining as a closed
subset of the uniqueness it suffices to check the fact that the following theorem
(1) 1 is locally of finite type. Since S = Spec(R) and Y = Spec(R).

his is form all sheaves of sheaves L. X
: tale morphism U — X. Let U
S at the schemes X; — X and U = lim; X;

But given a scheme U and a
U =Ly, Us be the scheme X over

The following lemma surjective restrocomposes of this implies that Fy, = F, =
Fx,.0

Lemma 0.2. Let X be a locally Noctherian scheme over S, E = Fy/s. Set T =
i CT,,. Since T* C T* are nonzero over ig < p is a subset of J00 7

> works.
Lemma 0.3. In Situation ??. Hence we may assume q' = 0.
Proof. We will use the property we sce that p is the mext functor (2?). On the
other hand, by Lemma ?? we see that

D(Ox) = Ox(D)

where K is an F-algebra where §,..1 is a scheme over S. o
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Language modeling

@ With C source code: predict next character based on previous

characters

Explore Gist Blog Help .-'-;‘ulpnlhy + o | £

(9]

torvalds / linux

@Watch- 3711 4 Star 23054  YFork 9,141

Linux kermel source tree
©
520,037 420 1¢ 5,039 it Code
74

T v master-  linux / +

Merge branch ‘drm-fixes' of git/people.freedeskiop.org/i~airlied/inux -

M torvaids

4017069274 1=

i@ Clone in Desktop

%> Download ZIP
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Language modeling

static void do_command(struct seq file *m, void *v)

{
int column = 32 << (cmd[2] & 0x80); Generated

if (state)
cmd = (int)(int_state * (in_8(&ch->ch_flags) & Cmd) ? 2 : 1);
else C COde
seq = 1;
for (i = 0; i < 16; i++) {(
if (k & (1 << 1))
pipe = (in_use & UMXTHREAD UNCCA) +
((count & 0x00000000fffff£ff8) & 0x000000f) << 8;
if (count == 0)
sub(pid, ppc_md.kexec_handle, 0x20000000);
pipe_set_bytes(i, 0);

subsystem_info = &of_ changes[PAGE_SIZE];
rek_controls(offset, idx, &soffset);

control_check_polarity(&context, val, 0);
for (i = 0; i < COUNTER; i++)
seq_puts(s, "policy ");
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RNN variants in structure...

RNN can have more complex structures!
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Vanilla RNN

@ People may use different notations for RNN.

@ h; summarizes the sentence up to time step t.

@ Problem: for some tasks, it would be better to incorporate
information from both preceding and following words.

y e ° ° o
A A A A

I | h, = f(Wx, +Vh_ +b)
A A A A yt = g(Uht +C)

X e ° ° °

Figures here and in the next 2 slide from Stanford CS224d, Lecture 8; 2016
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Bidirectional RNN (BiRNN)

@ Bidirectional RNN captures sequential information from both
directions.

@ RNN unit could be LSTM or others

Y e ° ° °
/‘ f /‘ [ Zt = f(WXt + ‘_/)l_’l’t—l + Z)
" — i+
AT A A

h: = f(Wx, + §Zt+1 + };)

\ \ \ \ ¥, = Ulhs;hil+0)

X e ° ° °



RNN structures
00000

Deep bidirectional RNN

@ Deep BiRNN: each layer passes an intermediate sequential
representation to the next layer.
S =) =3)

f(W h(’ D4V hia+b )

(2) S : —@)=@) (@)
h \ W R eV R+ b

D — A\ yr=g(U[h, ;ht ]+c)
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RNN outputs

o Left: e.g., sequence of words — sentiment
@ Centre: e.g., machine translation
o Right: e.g., video classification for each frame

Many to one Many to many Many to many
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Summary

@ Word2vec as input to RNN models
Gradient clipping to reduce exploding issue
Vanilla RNN may not well capture long-term relationships

°
o

@ LSTM can capture long-term relationships
@ LSTM can reduce gradient vanishing issue
o

Different RNN structures/outputs for different apps

Further reading:

@ Mikolov, Sutskever, Chen, Corrado, Dean, ‘Distributed

representations of words and phrases and their compositionality’,
NIPS, 2013

@ Hochreiter, Sepp, Schmidhuber, ‘Long short-term memory’, Neural
computation, 1997
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